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Abstract

Photodiodes made of silicon, the predominant material in the semiconductor-based
sensor industry, are so pure, that already spurious amounts of contamination or a
tiny fractional amount of crystallographic mismatch may cause detrimental effects on
the device performance. The fundamental reason for this device degradation is, that
electronic trap states within the band-gap are created, and charge carriers may interact
with these states disturbing the nominal operation. Therefore, the characterization of
such defects in photodiodes is essential to understand, identify and eradicate trap-
related performance degradation, as well as to design trap-resistant devices.
An important parameter for opto-electronic devices, that is directly related to trap states,
is the minority carrier lifetime. However, the extraction of lifetimes in photodetectors
poses a formidable challenge, since state-of-the-art devices often consist of pn-junctions
embedded in epitaxial layers grown on a substrate. In this work, the extraction of
lifetimes on such structures has been reviewed and compared among different selected
methods. It was found that the ratio of diffusion length to the thickness of the epitaxial
layer is a critical parameter resulting in effective lifetimes possibly much lower than the
trap related minority carrier lifetimes. The reverse recovery and open circuit voltage
decay methods are excellent candidates to extract these effective carrier lifetimes. With
the combined current-voltage and capacitance voltage method, however, lifetimes
corresponding to diffusion lengths much larger than the layer thickness can be extracted,
because the main signal investigated by this method originates from the junction
depletion zone.
Another state-of-the-art concept in nowadays photodiodes is the utilization of deep
trenches filled with an insulating material as terminator or separator between individual
devices. However, by means of measurements and simulations it is shown that trap-
related injection-dependent interface recombination at the sidewalls of the trenches may
lead to non-linear responsivities with respect to the radiant flux. Different concepts to
mitigate this issue are proposed and discussed, which is supported by simulation results.
To draw conclusions about the nature of the trap states located at the sidewalls, a deep
level transient spectroscopy study has been performed on dedicated test samples. Based
on these results, it is shown that silicon dangling bonds at the silicon to silicon-dioxide
interface may be the root cause of the observed injection-dependent recombination
rates.
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Chapter 1

Introduction

Silicon-based photodetectors are used as sensors in a wide range of applications.
Over the last decades such sensors have become an inseparable part of our modern
world, permeating many aspects of our daily lives. The performance of these devices is
affected by the quality of the employed materials and interfaces which are investigated
by electrical measurements and simulations in this thesis. To provide a contextual
framework, this chapter briefly explores the significance of sensors, in particular light
sensors, as well as current challenges in that field. Finally, the thesis objectives as well
as an outline will be given.

1.1 The Empowering Role of Light Sensors: Past, Presence
and Future

Similar to how our own body is equipped with senses that allow us to perceive the
world around us, sensors may be considered the senses, i.e. eyes and ears, of devices
bestowing them with the ability to sense and interact with the environment. Among
these senses, optical sensing stands out with its historical precedence, as the oldest lens
artefacts are over 3000 years old and acted as a technological upgrade to the human
eye [1]. On the way to the first electrical light sensors, the field of engineered optical
sensing systems passed several milestones such as the telescope or the microscope. It
was then in 1839, by the unveiling of the photovoltaic effect by Alexandre-Edmond
Becquerel [2], that a new era in the field of light sensing was initiated. Some important
milestones from that discovery to the first semiconductor photodiodes are shown in
Fig. 1.1. After the foundational breakthrough of the first semiconductor photodiodes,
the field of electronic photodetectors continued to witness remarkable advancements
that revolutionized imaging and light sensing technologies. These innovations spanned
across various types of sensors, each contributing to our ability to capture and interpret
light signals with unprecedented precision:

• Charge-Coupled Device (CCD) Image Sensors: One milestone emerged with
the invention of CCD image sensors in 1969 by Willard Boyle and George E.

1
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Discovery of the
photovoltaic effect

by Becquerel [2]

1839

Discovery of the
selenium pho-

tovoltaic cell by
Willoughby Smith [3]

1873

Albert Einstein’s
explanation of the

photoelectric effect [4]

1905

Karl Slepian files a
patent for the pho-

tomultiplier tube [5]

1919

Image converter tubes
and streak camera
tubes developed

1930s

Solid-state theory
developed: first Ge

and Si semiconductor
photodiodes [6]

1950s - 1970s

Figure 1.1. Important milestones in the history of electronic photodetectors and towards
semiconductor photodiodes. Adopted from [7].

Smith [8], for which they were awarded the Nobel Prize in Physics in 2009. CCDs
revolutionized imaging in fields such as photography and astronomy. These
sensors utilize an array of capacitors to store and transfer charge generated by
incoming photons via the photoelectric effect. This enables high-quality image
capture and efficient signal processing.

• Complementary Metal-Oxide-Semiconductor (CMOS) Image Sensors: In the
1990s, combined efforts of different institutions and companies have led to the
resurgence and breakthrough of the CMOS Image sensor [9]. A technology that,
compared to the CCD, offers lower power consumption, lower voltage operation,
on-chip functionality (integrated circuitry), and reduced production costs [10].
CMOS sensors quickly gained popularity, becoming a cornerstone in modern
imaging devices, from digital cameras and smartphones to medical imaging,
security systems and drones [11].

• Avalanche Photodiodes (APDs) and Single-Photon Avalanche Photodiodes
(SPADs): The advancement of avalanche photodiodes brought enhanced sen-
sitivity and signal amplification to light detection applications. APDs exploit
the avalanche effect to amplify the generated charge, making them suitable for
low-light scenarios such as photon counting, high-energy particle detection or
optical communication systems [12]. SPADs, a specialized type of APD, enable
single-photon detection and have become pivotal in quantum optics and photonics
research. These devices operate in a regime where the absorption of a single pho-
ton triggers an avalanche of electron-hole pairs (EHPs), resulting in a detectable
electrical signal [13]. The development of SPADs has opened up new possibilities
for applications in quantum cryptography and other emerging technologies that
rely on single-photon interactions [14].

• Photomultiplier Tubes (PMTs) and Multi-Pixel Photon Counters (MPPCs): PMTs,
initially invented by Karl Slepian (see Fig. 1.1), and MPPCs, a solid-state advanced
derivative, excel in applications requiring extreme sensitivity and single-photon
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detection, such as nuclear physics experiments [15] and medical imaging tech-
niques like positron emission tomography (PET) [16].

• Nanotechnology and Quantum Photodetectors: The convergence of nanotechnol-
ogy and quantum mechanics led to the development of cutting-edge photodetec-
tors. Nanoscale structures, such as quantum dots, quanum wells or nanowires,
exhibit quantum confinement effects that enable precise control over their elec-
tronic and optical properties [17, 18, 19]. These structures can be engineered, e.g. by
adjusting the quantum confinement dimensions or by stacking thin layers of semi-
conductors in a cascade like configurations [20], to absorb specific wavelengths of
light with high efficiency.

• Extending the Detectable Spectrum: While silicon, as the predominant material
within the semiconductor industry, mainly covers the visible (VIS) and near-
infrared (NIR) spectrum for optical applications, different approaches evolved to
extend the applicability of sensors to a wider optical bandwidth. The bandgap
of a semiconductor material indeed sets a fundamental limit on the range of
wavelengths which can be absorbed and thus detected. In the case of silicon,
its bandgap restricts its sensitivity to longer wavelengths such as infrared (IR),
preventing efficient detection of IR light. For the extension of the detectable range
into the infrared, two common approaches are nano-scaled quantum detectors [21]
as mentioned in the above point or compound semicondcutors. Compound semi-
conductor alloys allow the bandgap of the semiconductor to be custom tailored
for specific wavelenghts, where HgCdTe is the most widely used variable gap
alloy for IR photodetectors [22].
On the other side of the spectrum, i.e. in the ultra-violet (UV) regime, despite
being well-established, the UV-enhanced silicon technology has critical limiations
[23]. Therefore, wide-bandgap materials (such as GaN, SiC or InGaN), semicon-
ductor thin films, organic semiconductors and quantum confined structures are
frequently employed to achieve highest performing detectors [23, 24].

While the above listing discusses state-of-the-art approaches and devices in the field of
light sensing also the future of light sensor technology holds exciting and promising
possibilities across diverse fields. As of 2022, light sensors hold a strong position in mod-
ern technology, capturing a substantial 68 % of the sensor market [25]. This emphasizes
their vital role in various applications.

1.2 Defects and Their Influence on Photodiode Perfor-
mance

In many cases the properties of semiconductors depend on the types and densities
of impurities they contain. Remarkably, defects in semiconductors serve a dual role,

3
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as they can be deliberately introduced to achieve specific material properties or opera-
tional conditions, yet they can also disrupt proper operation and performance (”Some
Fatal, Some Vital” [26]). It is, for example, known that defects may mediate dopant
diffusion, and therefore serve an essential role for certain microelectronic devices [27,
28]. On the other hand it is clear, that defects may cause several undesired effects in
semiconductor devices such as enhanced noise levels [29], lower lifetime and degraded
quantum efficiency in optoelectronic devices [30] or reliability and variability issues in
MOS transistors [31, 32]. Therefore, the concept of ”defect engineering” has emerged,
involving the deliberate utilization of the positive aspects of defects to tailor semicon-
ductor properties for enhanced device performance, while also encompassing strategies
to mitigate and minimize the negative effects of defects [33, 34].
As mentioned in the previous section, photodiodes have emerged as fundamental
components across a wide spectrum of applications. Their ability to convert light into
electrical signals is utilized by technologies such as the CCD or CMOS image sensor.
Photodiodes are minority-carrier based devices and the performance is strongly influ-
enced by recombination and generation processes. In silicon, the process of generation
and recombination may be dominated by defects, as discovered by Shockley, Read [35]
and Hall [36] in 1952. These defects may create localized traps that impact carrier life-
times and compromise the quantum efficiency [37, 38] or contribute to excess noise [39].
Moreover, defects within photodiodes can induce dynamic phenomena, such as carrier
trapping and detrapping processes, giving rise to effects that influence the device’s
transient response and temporal characteristics [40]. These dynamics play a crucial role
in the photodiode’s behavior during rapid changes in incident light intensity and affects
its applicability for dynamic applications. Another important aspect is the temperature-
dependent behavior of photodiodes, where very often applications require a stable
detector output with minimal variation over a wide temperature range. However, it is
known that trap-mediated recombination is strongly temperature dependent, which
may strongly impact the temperature coefficient of a pn-junctions output [41].
On the other hand, defect states in photodiodes can lead to enhanced light absorption
potentially improving the photodiodes response at long wavelengths. The silicon diva-
cancy, for example, is known to mediate photodetection for wavelengths around 1.5 µm
and may therefore be introduced into the material on purpose by low-dose inert ion
implantation [42, 43].
To optimize photodiode performance, an understanding of defects and their influence is
essential. Employing defect engineering techniques allows researchers to capitalize on
positive defect effects while mitigating negative impacts. By carefully controlling defect
concentrations and distributions, researchers can fine-tune photodiode properties to
meet specific application needs, enhancing sensitivity, precision, and dependability.
In summary, the effects of defects on photodiode behavior are integral to their practical
functionality, driving enhancements and challenges that researchers strategically ad-
dress to unleash the full potential of photodiodes in various light sensing applications.
As was described in this section, defects may affect the static, dynamic and temperature-
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dependent performance of photodetectors. While a substantial amount of research has
been devoted to investigate radiation-induced defects in silicon photodiodes, the em-
phasis on conventional, un-irradiated photodiodes has been comparatively limited. This
is partly attributed to the inherently low defect densities found in modern silicon-based
devices, which present challenges in their precise measurement. This thesis addresses
the challenges of defect characterization in state-of-the-art photodiodes, where the thesis
outline is discussed in the next section.

1.3 Thesis Outline

This section provides a brief overview of the thesis objectives and outlines the
main topics covered in each chapter. The primary aim of this research is to investigate
the interplay between defects and the performance of state-of-the-art silicon-based
photodiodes, as well as to contribute in the field of defect-characterization methods and
techniques.

Chapter 2 explores the essential properties and behaviors of photodiodes, laying the
groundwork for subsequent discussions. It delves into their operational principles,
response to different wavelengths of light and the evaluation of performance through
key parameters.

In the following chapter 3, defects within photodetectors and their consequential effects
on device functionality are examined. Different defect types, including bulk and inter-
face defects, are investigated in terms of their interactions with charge carriers, with
particular emphasis on the prominent Shockley-Read-Hall recombination mechanism.

Chapter 4 focuses on the practical aspects of electrical characterization of defects in
photodiodes. It covers various measurement techniques applied in this work, including
current-voltage (I-V) and capacitance-voltage (C-V) characteristics, as well as methods
like open circuit voltage decay (OCVD), reverse recovery (RR), deep level transient
spectroscopy (DLTS), and intensity-dependent responsivity measurements (IRM).

In Chapter 5, the methods introduced in Chapter 4 are applied to investigate defects in
dedicated test samples. First, combined I-V and C-V (cIVCV) measurements as well as
OCVD and RR measurements are employed on epitaxial layer test devices to extract
minority carrier lifetimes. The extraction of lifetimes on this samples, especially the
importance to consider the epitaxial layer thickness, is discussed. Second, IRM and
DLTS measurements on deep trench (DT) test samples are presented and the extracted
parameters are discussed.

Finally, in Chapter 6 the major findings of this thesis are summarized.
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Chapter 2

Properties and Characteristics of
Photodiodes

Photodiodes are essential devices in the field of light sensing, playing a crucial role
in converting light into electrical signals. Such devices are made from semiconductors
and are widely used in various applications, ranging from ambient light detection
to more complex imaging and communication systems. Their fundamental operation
relies on the photovoltaic effect, where incident photons generate electron-hole pairs
(EHPs) within a semiconductor material. The generated charge carriers may then be
”harvested” to generate an electrical signal, which is the photodetector output signal. In
this chapter the foundational properties and behavior of photodiodes are reviewed. An
examination of essential photodiode parameters and their significance as figures of merit
is also conducted. As the process of light absorption in a semiconductor is wavelength-
dependent, it will be discussed what fundamental physical limits materials, such as
silicon, are exposed to and how a detector responses to light of different wavelengths.
Furthermore, the dynamic response of photodiodes to light pulses is discussed, which
is an important parameter in the field of optical communication. This parameter is
getting more and more importance with modern society’s needs for lightwave based
data transmission [44].
As the fundamental understanding is established, it will be examined how defects may
interfere with the photodiode operation. Different types of defects, such as bulk defects
and interface defects, are discussed in detail, along with their potential interactions
with carriers. The chapter also delves into the modeling and simulation of these defect-
carrier interactions in optoelectronic devices, utilizing both analytical and numerical
approaches.
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2.1 Fundamentals of Photodiodes

In the upcoming section the fundamental properties of photodiodes are reviewed.
The basic structure, main parameters as well as dynamic characteristics are discussed.

2.1.1 Operating Principles and Basic Structure

A photodiode, just like a conventional pn-junction, exhibits a depletion zone be-
tween an n-type and p-type doped semiconductor region where a strong electric field is
present. Due to this electric field, photo-generated EHPs are separated by the electro-
magnetic forces acting in opposite directions. These carriers lead to a terminal current
between the anode (contact on the p-doped side) and cathode (contact on the n-doped
side). A schematic of the basic photodiode structure is shown in Fig. 2.1. Also carriers
generated outside the depletion region may contribute to the terminal anode to cathode
current, if they manage to diffuse to the depletion region. However, unlike the directed
movement of EHPs within the depletion region because of the electric field (drift), the
paths of minority carriers generated outside the depletion region, that is in the quasi-
neutral region (QNR) of the semiconductor, are undirected (diffusion). The average
distance a minority carrier diffuses before it recombines is given by the diffusion length
Ld, which is proportional to the minority carrier lifetime τ. That means, on average
carriers generated within one diffusion length from the depletion zone can contribute
to the current. As will be discussed in Chapter 3, defects within the semiconductor
may significantly influence the minority carrier lifetime and consequently also affect
the maximal achievable terminal currents. This has important consequences on static
photodiode parameters such as the responsivity and quantum efficiency that will be
introduced in the next subsection.

p-type substrate

n+

E⃗� depletion region

anode

cathode

Figure 2.1. Basic photodiode structure. Electron-hole pairs created within the depletion region
get separated by the electric field E⃗ leading to a terminal current between the anode (contact
on the p-doped region) and the cathode (contact on the n-doped region).
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2.1. FUNDAMENTALS OF PHOTODIODES

2.1.2 Photogenerated Current and Output Characteristics

Photodiode Dark Current

The current voltage (I-V) characteristics of an unilluminated pn-junction (”dark
current”, Fig. 2.2: black line) were described by Shockley in 1949 [45]. This model
considers diffusion of charge carriers in the QNR of either side of the pn-junction and is
often referred to as diffusion model. Shockley’s model of the pn-junction terminal currents
was then, in 1957, complemented to account for the generation and recombination of
carriers from generation-recombination centers in the diode space charge region [46].
The complemented model is at times named after their inventors, Sah, Noyce and
Shockley: SNS model. Characteristic for the diffusion model and SNS model is an
exponential dependency of the pn-junction anode-to-cathode dark current Iac,dark on
the anode to cathode voltage Vac of the form

Iac,dark = IS

�
exp

�
Vac

nVth

�
− 1

�
, (2.1)

where IS is reverse-bias saturation current, n the diode ideality factor and Vth the
thermal voltage. For the ideal diffusion model n = 1, and for the SNS model 1 ≤ n ≤ 2.
However, diodes with sub-unity ideality factors [47, 48], as well as, ideality factors
higher than 2 [49] have been reported in the literature. In general, for silicon diodes
the ideality factor may be considered an index of crystal purity, as n ≈ 1 indicates a
diffusion dominated device with apparently few recombination centres in the depletion
zone, whereas a value of n close to 2 indicates a domination of the recombination
current component [50]. The relation of crystal quality and lifetime to the current
voltage characteristics will be discussed in detail in Section 4.1.2.

Voltage

C
ur

re
nt

break-
down
regime

photoconductive
regime

photovoltaic
regime

Optical Power

C
ur

re
nt

Figure 2.2. Schematics of the (illuminated) pn-junction output characteristics. (left) The
current voltage characteristics and the different operating regimes. (right) The variation of
diode current as function of optical power at a fixed working point in the photoconductive
regime (dashed vertical line in left side plot).
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The Illuminated PN-Junction

Upon illumination the diode’s I-V characteristics change, as an additional source of
generation modifies charge carrier densities. As indicated in Fig. 2.1 an electron-hole
pair is created once a photon of a certain wavelength is absorbed in the semiconductor.
This phenomena is called the photoelectric effect, and was first described by Einstein
in 1905 [4]. The generated charge carriers may then either recombine within the semi-
conductor or drift/diffuse to a collecting electrode and generate a terminal current.
The created amount of EHPs is proportional to the flux of absorbed photons and the
corresponding photocurrent Iphot is a reverse current component that is added to the
dark current (Iac,dark, Equation (2.1))

Iac,illum = Iac,dark − Iphot. (2.2)

The illuminated pn-junction characteristics are schematically drawn in Fig. 2.2 as col-
ored lines. Operating the diode in the so called photoconductive regime, that is at an
reverse to zero anode-to-cathode bias, the diode can be considered a current source,
that depends linearly on the optical power (see Fig. 2.2, right plot). The photocurrent
of silicon photodiodes is known to be highly linear with respect to the incident optical
power [51, 52], however, deviations, that are, non-linearities, may arise because of injec-
tion dependent carrier-defect interactions [PSC1]. Detailed investigations and modeling
of diode linearity measurements even allow for a determination of defect and interface
parameters, as will be discussed in Section 4.2.2. While in the photoconductive regime
electrical power has to be applied to the diode to make it sensitive for measuring and
detecting optical signals, electrical power is delivered from the diode to a load in the
photovoltaic regime. The main application for pn-junctions operated in the photovoltaic
regime is, as the name indicates, photovoltaics. In that case, the main goal is to convert
the most possible amount of optical power impinging on the pn-junction into usable
electrical energy. Therefore, the direct current (DC) output of the junction needs to be
converted into utility frequency alternating current (AC), which is achieved by so called
solar inverters. The best optical to electrical energy conversion efficiency is achieved at a
single operating point, the so called maximum power point, and different techniques
have been developed to ensure a solar inverter operation closest to this point [53].
The very left regime in Fig. 2.2 is the breakdown regime. The high electric field strengths
in the depletion region of the junction lead to breakdown phenomena such as Zener
breakdown or avalanche breakdown [54, 55]. The breakdown regime has applications in
the dark as well as the illuminated regime. For non-illuminated conditions, pn-junctions
operated at or close to the reverse breakdown regime (”Zener diodes”) can utilize the very
steep current-voltage characteristics in that region and act as voltage reference or regu-
lators. However, the breakdown regime is also a very important regime in illuminated
conditions, due to its application in avalanche photodiodes (APDs) and single-photon
avalanche diodes (SPADs). In these devices optically generated carriers are accelerated
to velocities high enough to overcome the ionization energy of bulk atoms and therefore
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2.2. LIGHT ABSORPTION IN PHOTODIODES

a large avalanche of further carriers can be triggered (impact ionization). For SPADs even
single EHPs may trigger an avalanche, allowing such a device to operate as a photon
counter [56].

2.2 Light Absorption in Photodiodes

2.2.1 The Photoelectric Effect and Absorption Coefficient

As mentioned in the previous section, light is absorbed in a semiconductor based
on the photoelectric effect. Before the explanation of the photoelectric effect by Einstein
in 1905 , scientists were puzzled by the phenomena observed, when shining electro-
magnetic radiation on a metal plate. The kinetic energy of electrons emitted from the
metal plate was independent of the intensity of the used light, as was expected from
wave theory, it was rather dependent on the wavelength of the used light source. Addi-
tionally, there appeared to be a critical wavelength where there was a transition from
observing electrons emitted from the metal surface to the opposite. These phenomena
were successfully explained by treating light as being composed of particles, called
photons, with energy Ephot

Ephot = h f = h
c
λ

, (2.3)

where h is Planck’s constant, f the frequency of the light, c the speed of light and λ the
wavelength. For an electron to emit the metal surface it’s energy must exceed the metal
work function W

h
c
λ
≥ W. (2.4)

k

E Eg

k

Eg

phonon

Figure 2.3. Light absorption in semiconductors with bandgap Eg: an electron is ”lifted” from
the valence band (red) to the conduction band (blue). In the band diagram (energy E versus
wavevector k) optical transitions can be considered vertical. (left) Light absorption in a
direct bandgap semicondutor. (right) Light absorption in an indirect bandgap semicondutor
involving a phonon transition. A direct (no-phonon) ”diagonal” absorption is not allowed,
since this violates the conservation of momentum.
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Similarly, for the interaction of light with a bulk semiconductor there is an energetic
barrier that the energy of the light needs to exceed for absorption. The absorption of
light within the bulk of a material is called internal photoelectric effect. For semiconductors
the energetic barrier for photon absorption is determined by the bandgap energy. This
means, the energy supplied must exceed the energy required to energetically ”lift” an
electron from the valence band to the conduction band. Therefore, by replacing the
metal work function W with the bandgap Eg in Equation (2.4) a first condition for light
absorption in semiconductors can be formulated. However, there is another requirement
for photon absorption in semiconductors, that is the conservation of moment. Therefore,
direct and indirect bandgap semiconductors need to be considered separately. Fig. 2.3
schematically shows the absorption of light in an indirect as well as a direct semicon-
ductor. The momentum carried by the photon, given by |⃗q| = 2π

λ , is typically negligible
small, compared to the momentum associated to the electronic quantum states of the
semiconductor bands. Therefore, optical transitions can be considered vertical, as drawn
in Fig. 2.3. For direct bandgap semiconductors (left plot) this means photons can be
absorbed without the need of any additional process to preserve momentum. For indi-
rect bandgap semiconductors, like silicon, however, additional momentum-conserving
agents are needed. Emission or absorption of quantized lattice vibrations, called phonons,
can preserve momentum in that case. This is indicated in the right-hand side plot in
Fig. 2.3, by the gray wavy arrow. The difference between direct and indirect bandgap
semiconductors on the absorption of light has important consequences for the probabil-
ity or efficiency of light absorption. For indirect bandgap semiconductors the transition
or absorption probability is typically lower than the absorption probability for direct
bandgap semiconductors, since an additional phonon transition is involved which low-
ers the probability of this mechanism [57]. For direct bandgap semiconductors the rate
of absorption can be computed by quantum-mechanically calculating the probability of
the transition from the valence to the conduction band using Fermi’s Golden Rule [58].
Main approaches to this problem involve a classical treatment of electromagnetic ra-
diation and describing electrons quantum-mechanically as Bloch waves [59] or the
consideration of the electromagnetic stimulation by means of creation, annihilation and
number operators [60, 61]. For indirect bandgap semiconductors the transition rates can
be computed using second order perturbation theory [62]. Typically, the efficiencies of
the second order processes involved in optical absorption in indirect bandgap semicon-
ductors are lower compared to their first order process counterparts in direct bandgap
semiconductors [62]. For practical applications this has important consequences, as for
efficient absorption indirect bandgap materials need to be made thicker, prolonging
the optical absorption part to get the same efficiency as in direct bandgap materials.
Thus photovoltaic (PV) units made of silicon, which is the dominating material in the
PV industry (mainly because of its cost efficiency [63]), are made thicker than PV units
made of direct bandgap materials. On the other hand, indirect bandgap also means
inefficiency for the reverse process of generation, which is recombination. This will be
discussed in more detail in Section 4.1.1.
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2.2. LIGHT ABSORPTION IN PHOTODIODES

Low recombination rates are desired in PV and optical sensing applications since re-
combining carriers are ”lost” and can not contribute to the harvested signal or energy.
The absorption coefficient α describes how the power P of electromagnetic radiation is
absorbed as function of the material thickness x via

P(x)
P(x = 0)

= e−αx. (2.5)

It is directly related to a materials extinction coefficient κ, which constitutes the imagi-
nary part of the complex refractive index n, via

α =
4πκ

λ
, (2.6)

where λ is the wavelength of the corresponding radiation. The absorption coefficient for
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Figure 2.4. Absorption coefficient of selected direct (solid line) and indirect (dashed line)
bandgap semiconductors. The right hand side axis indicates the corresponding absorption
depth 1/α. The upper axis indicates the ultra-violet (UV), visible (VIS) and infrared (IR) spec-
tral regions. Data sources: Si: [64], Ge: [65], InP: [66], CdTe: [67], GaAs: [68], In0.54Ga0.46As [69,
70], In0.58Ga0.42As0.90P0.10 [69, 70].

selected semiconductor materials used in optoelectronics is shown in Fig. 2.4. As can
be seen, the materials have a critical wavelength λcrit, where electromagnetic radiation
with wavelengths larger than this critical wavelength is not absorbed. As mentioned
above, this critical wavelength can be simply calculated with Equation 2.4 and the
bandgap value of the corresponding material. Furthermore, it can be seen, that silicon
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as indirect bandgap semiconductor has a rather low value of α compared to the direct
bandgap materials shown in the plot. The high absorption coefficient values for Ge, also
an indirect bandgap semiconductor, are exceptional and related to its band-structure,
since the indirect gap energy is only ≈ 0.1 eV below the lowest direct optical transition
for this material. Comparing, e.g. the absorption efficiency at 800 nm between Si and
Ge by considering Equation 2.5 and the data associated to Fig. 2.4, it turns out that to
absorb 90 % of the incident power it takes a thickness of 0.6 µm for Ge, whilst it takes
about 29 µm of material thickness for Si to absorb the same.
Practically, the above mentioned implies that for different applications with correspond-
ing target spectra, different materials may come into consideration. Efficient absorption,
however, is not the only important aspect when defining the material for an optical
application, as there are more aspects such as long-term stability, suitability for mass
production, toxicity or availability of the material, that need to be considered [71]. This
is the apparent reason, why silicon is still the dominating material in the PV as well as
light sensing industry despite its materialistic disadvantages.

2.2.2 The Law of Lambert Beer and Optical Generation

The law of Lambert Beer describes the absorption of light as function of the distance
into the absorber material as described with Equation 2.5. In that case, it is formulated
in terms of the incident optical power, but it can also be formulated in terms of the
incident photon irradiance Ep. The relations, Equations (2.5) and (2.6) can be derived,
considering a plane electromagnetic wave with (vacuum) wavelength λ, traveling
through a medium with complex refractive index n = n + iκ. The electric field as
function of position x and time t, E(x, t) can be written as

E(x, t) = E0ei(2πnx/λ−ωt) = E0e−2πκx/λei(2πnx/λ−ωt), (2.7)

and the intensity I(x) which is proportional to the square of the electric field

E(x, t)2 ∝ I(x) = I0e−4πκx/λ = I0e−αx. (2.8)

In the last relation the absorption coefficient was introduced as described in Equa-
tion (2.6). Considering that any loss in light intensity is associated with light absorption,
Equation (2.8) can be utilized to calculate a position dependent generation rate G, that
is defined as the number of EHPs that are generated per unit volume per second. In gen-
eral, when discussing light absorption in semiconductor devices such as photodiodes,
energy and number of particles may be used analogously according to the important
fact that each photon in a beam of monochromatic light with wavelength λ carries the
energy Ephot = h f = h c

λ , as introduced in Equation (2.3). Therefore the total number
of EHPs generated by the absorption of monochromatic light may be simply omitted
by dividing the absorbed radiant energy Qe by Ephot. Considering the absorbed EHPs
per unit time one has to consider the radian flux Φe rather than the radiant energy
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Table 2.1. Important radiometric quantities

symbol quantity unit description

Qe radiant energy J received energy
Φe radiant flux W Qe per unit time
Ee irradiance W/m2 Φe per unit area

Ie,Ω radiant intensity W/sr Φe per solid angle
Le,Ω radiance W/sr/m2 Ee per unit solid angle

Qe as can be seen in Tab. 2.1, where some important radiometric quantities are listed.
Since the light intensity decays exponentially with the absorption depth according to
Lambert-Beers law and considering that the light is ”composed” of photons that excite
EHPs upon absorption, also the generation rate follows an exponential dependency

G(x) = G0e−αx = (1 − R∗) αN0e−αx. (2.9)

The pre-factor G0 was omitted in the above equation considering that the photon flux at
the surface N0, i.e. the number of photons per unit area per second impinging on the
sample surface is given by N0 = Ee/h f and by assuming that in a sample with infinite
thickness all carriers must be absorbed

N0
!
=


 ∞

0
G(x)dx . (2.10)

Additionally, it was considered that photons hitting the sample surface may be partially
reflected, which is described by the reflectance R∗. The photon flux N0 is sometimes
also denoted Ep in analogy to the irradiance Ee.

2.2.3 Spectral Responsivity of a Photodetector

As discussed in the above sections the absorption of light leads to the generation
of EHPs within a semiconductor. Assuming absorption between depth x1 and x2 the
absorbed photon flux Nabs can be calculated as:

Nabs = (1 − R∗)

 x2

x1

G(x)dx = (1 − R)Ep
�
e−αx1 − e−αx2

�
(2.11)

As mentioned in Section 2.1.1, generated carriers can lead to a terminal current by means
of drift or diffusion. Depending on the presence of an electric field their movement is
either directed (drift) or random (diffusion). Either way, excess carrier may lead to a
current if they do not recombine before reaching an electrode. Assuming, each photon
creates on average ζ EHPs the corresponding current density may be calculated as

jPD = ζNabsq. (2.12)
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The quantum efficiency (QE) of a photodiode describes which fraction of the generated
carriers finally contribute to the terminal current

QE =
ζNabs

Ep
= ζ(1 − R∗)

�
e−αx1 − e−αx2

�
. (2.13)

In this work, the quantum efficiency will be either referred to by QE or ηQ. To distinguish
between losses entirely within the active semiconductor and losses including reflectance
in the stack above the device under investigation, the internal quantum efficiency (IQE)
has been established, in that case the reflectance is R∗ = 0. In the same context the
quantum efficiency according to Equation (2.13) is referred to as external quantum
efficiency (EQE). Finally, the responsivity R of a photodiode is defined as the measured
photocurrent IPD divided by the absorbed radiant flux

R =
IPD

Φe
=

jPD

Ee
=

ζqλ

hc
(1 − R∗)

�
e−αx1 − e−αx2

�
. (2.14)

Comparing Equation (2.13) and (2.14) the fundamental relation between QE and R
can be easily seen

R =
λq
hc

QE. (2.15)

The core assumption of the relations presented in this section is that a single photon
may excite at maximum a single EHP. It is, however, well known that this limit can
be overcome by impact ionization [72], where the excess energy of the EHP is high
enough to create further EHPs. In that case, a quantum efficiency larger than one may
be observed and it can be described with gain ζ > 1 in Equation 2.14. QE > 1 for
photodiodes have first been explained by Antocik in 1957 [73] and were observed in the
following in many semiconducting materials, such as in Si and Ge [74]. However, while
above unity QEs have been reported for IQEs, there are still fundamental obstacles to
achieve very high values for EQEs [75]. For silicon, EHPs with energies high enough for
impact ionization are mainly stemming from ultra-violet (UV) light, which also implies
that they are mainly absorbed very close to the surface and surface recombination effects
play an important role [76]. Figure 2.5 shows the calculated (with Equation (2.11) to
(2.14)) responsivity R for some commonly used optoelectronic semiconductors. In that
case absorption between x1 = 100 nm and x2 = 20 µm was considered. As can be seen
in this plot, the absorption of silicon is mainly in the visible (≈ 400 nm to 700 nm) and
partially in the near-infrared (NIR) (≈ 800 nm to 2500 nm) [77] region. Other semicon-
ductors, like the alloys In0.54Ga0.46As or In0.58Ga0.42As0.90P0.10 are mainly active in the
NIR region. It should be noted that with the chosen parameters there is hardly any
absorption for light in the UV region. This is, however, not related to the materials
themselves, but to the lower absorption depth x1 chosen to construct the plot. Nonethe-
less, silicon is still suitable for UV applications, because silicon photodetectors may
outperform detectors made of other materials with respect to performance, reliability
and cost [78]. A more fundamental limit to silicon is the long-wavelength region, where,
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Figure 2.5. Responsivity R of selected direct (solid line) and indirect (dashed line) bandgap
semiconductors versus wavelength λ computed using Equation (2.11) to (2.14) with ζ = 1,
R = 0, x1 = 100 nm, x2 = 20 µm. The upper axis indicates the ultra-violet (UV), visible
(VIS) and infrared (IR) spectral regions. Data sources for the used absorption coefficients α

according to Fig. 2.4.

as discussed in Sec. 2.2.1, a critical wavelength λcrit can be assigned to a material. Light
absorption for wavelengths larger than λcrit is very inefficient. Therefore, for infrared
(IR) detection commonly compound materials are employed, where the bandgap can
be tailored by varying the individual compound’s fractions. In Fig. 2.6 the bandgaps
and lattice constants for different III-V and II-IV compounds are depicted. As was
mentioned in Section 1.1, for IR applications HgCdTe is a commonly used ternary II-IV
compound. It is competing with III-V compounds which are also frequently used for IR
applications [79].
In Fig. 2.5 also the quantum limit is indicated, which is the responsivity according to
Equation 2.15 with a quantum efficiency of one. As discussed above, this limit may
be overcome in the case of impact ionization. The quantum efficiency may also be
defined, as the ratio of responsivity to the maximal achievable (considering a gain of
ζ = 1) responsivity. Similarly, to the quantum limit for the efficiency of photodiodes,
the Shockley Queisser efficiency limit defines a fundamental limit for the efficiency of
solar cells [81]. In that case, the maximal efficiency of solar cells is calculated based on
the assumption that radiative recombination is the only loss mechanism.
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Figure 2.6. Optical bandgap engineering: commonly used compound semiconductors.
Bandgap Eg and lattice constants for different materials and compounds. The right hand side
axis shows the corresponding critical wavelength λcrit according to Equation (2.4). Solid lines:
III-V compounds, dashed lines: II-IV compounds. This graph was created using the solcore
python package [80]. HgSe and HgTe are semimetals and therefore have a negative bandgap.

2.2.4 Dynamic Response: Rise and Fall Times

Besides the detection efficiency described by either the quantum efficiency or re-
sponsivity described in the previous section another important photodiode parameter
is the dynamic performance. That is, essentially, the time it takes to reach the maximum
current level if a light pulse hits the sample. And, on the other side, the time it takes to
return to the dark current after a light pulse turns off. Practically, the rise and fall times of
a photodetecting device are mostly defined as the time between the 10 % photocurrent
and 90 % photocurrent levels (rise time) and vice versa for the fall time the time between
the 90 % photocurrent and 10 % photocurrent levels. Alternatively, rise and fall times are
sometimes defined referring to exponential functions as time to reach 1 − 1/e and 1/e
photocurrent levels. The rise and fall times (τr and τf, respectively) according to the 10 %
to 90 % definition are shown in Fig. 2.7. Whilst for an ideal photodiode the photocurrent
follows the light pulse without delays, in real devices τr and τf arise because of different
mechanisms, which may be listed as follows [82]:

1. τRC: the time associated with the circuitry: τRC = ReqCeq, where Req is the equiva-
lent resistance and, similarly, Ceq is the equivalent capacitance associated to the
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photodiode and the load.

2. τdrift: the average time associated to carriers drifting through the pn-junction
depletion zone.

3. τdiff: the average time associated to carriers diffusing till reaching the depletion
zone.

The total rise and fall times can then be described as [82]

τr,f =
�
(2.2τRC)

2 + τ2
drift + τ2

diff, (2.16)

where the prefactor 2.2 for τRC accounts for the fact, that τRC defined as an exponential
time constant for the relaxation process [83]. In many cases, the diffusion component
is the slowest component and as such dominating Equation (2.16). Therefore, for high-
speed applications one approach is to use intrinsic materials, where the depletion zones
are very wide, such that either carriers are entirely generated within the space charge
region or that their distance to diffuse to the space charge region is minimized. As
will be shown in Section 3.3 also interaction with defects, i.e. trapping and detrapping
events, may affect the rise and fall times discussed in this section. However, for the
definition of rise and fall times according to Equation (2.16) the impact of transients
associated to trapping and detrapping is in many cases negligible, i.e. the (de-)trapping
currents are less than 10 % of the total photocurrent.

t1 t2
t

10%Iphot

90%Iphot
Iphot

ideal

realrecombinative loss

τr

}

τf

}

Figure 2.7. Schematics of rise and fall times of a photodiode. Photocurrent Iphot versus time
t upon excitation with a rectangular light pulse between t1 and t2. In an ideal device the
photocurrent follows the light pulse without any delays, in real devices non-zero rise and
fall times arise. Because of recombination the real photocurrent is less than the maximal
achievable ideal photocurrent.
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2.2.5 Photodiode Parameters and Figure of Merit

For the development of photodetectors based on pn-junctions it is important to
consider its parameters. In the preceding sections some parameters, such as the dark
current (reverse bias current under no illumination conditions), responsivity or rise
and fall times have been introduced. Depending on the target applications certain
parameters may be more or less important and more or less in the focus of optimization.
As a consequence, it is difficult to define a single figure of merit for photo detectors.
One important consideration is, if an optical signal can be detected, i.e. if the electric
current associated to the optical signal is larger than the noise floor. The corresponding
figure of merit is called the noise-equivalent power (NEP), and defined as the optical
input power Pop required to create a detector signal-to-noise ratio (SNR) of one [84]

NEP =
Inoiseh f

ηQe
, (2.17)

where different sources may contribute to the root mean square (RMS) noise current
Inoise. In general for semiconductors, and also specifically for detectors, these contribu-
tions may be listed as follows [84, 85]:

• Shot Noise Inoise,shot =
�

2qIPDB: This is due to the random arrival of photons
at the photodiode’s surface. It is a fundamental noise source associated with the
discrete nature of light and can be described using Poisson statistics. This noise
component can be calculated considering the total photodiode current IPD as well
as the frequency measurement bandwidth B.

• Thermal Noise Inoise,thermal =
√

4kBTB/RL: This noise source is inevitably asso-
ciated to the load resistance RL of the photodiode and can be explained by the
statistics and distribution of velocities of charge carriers. It is furthermore related
to the temperature T of the photodiode as well as the frequency bandwidth B.

• 1/f Noise (Flicker Noise): This low-frequency noise source can be caused by
defects or impurities in the photodiode material. It becomes more significant at
lower frequencies. Defect related generation-recombination associated noise will
be discussed in more detail in Section 3.3.

Additionally, circuitry, like a co-integrated analog amplifier or integrator, or environ-
mental factors such as vibrations or temperature fluctuations may act as noise sources.
Another performance metric for a photodetector is its detectivity D, which is defined as
the inverse of the NEP

D =
1

NEP
. (2.18)

To normalize D to parameters that are not intrinsic to the system, i.e. the device area
A and the frequency measurement bandwidth B, the specific detectivtiy D∗ can be
introduced as [86]

D∗ = D√
AB

(2.19)
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Finally, the following list shall give a brief summary of some of the most important
photodiode parameters introduced in this as well as the preceding sections

• Dark Current: Dark current is the current that flows through a photodiode when
no light is incident on it. It represents the inherent noise in the absence of light
and should be minimized for improved performance.

• Capacitance: The capacitance of a pn-junction can be considered as the parameter
describing how much charge per voltage is stored and separated by the depletion
zone (model of a parallel plate capacitor). Generally, low values for the photodiode
capacitance are desired as it acts negatively on the device’ noise performance as
well as RC time constant in terms of the temporal behavior.

• Spectral Responsivity and Quantum Efficiency: Spectral responsivity quantifies
a photodiodes sensitivity to light at different wavelengths. It describes how well
the photodiode converts incident photons into electrical current, and it can vary
across the electromagnetic spectrum. It is directly related to the quantum efficiency
via Equation 2.15.

• Rise/Fall Times: Rise time and fall times are measures of a photodiodes response
speed. Depending on the application very short rise and or fall times may be
required.

• Detectivity: Detectivity is a figure of merit that combines the sensitivity and noise
characteristics of a photodiode. It quantifies the ability of a photodiode to detect
weak optical signals while accounting for its noise sources.

• Fill Factor: The Fill Factor is given by the percentage of the photoactive area
to the total device area, including read-out circuitry. If, for example, 3/4 of a
photodiode’s total area are covered by the actual photosensitive region and the
rest is covered by readout circuitry and metal lines blocking light, the diode has a
fill factor of 75 %.

While the above list considers some of the most common photodiode parameters for
certain applications it should be noted, that additional factors, such as cost-efficiency or
producibility, are inevitably very important as well. There are also recent attempts to
incorporate multiple of the above parameters into a single figure of merit (FOM) [87].
However, due to the versatile applications for photodetectors no single FOM for all
possible applications can be established.
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Chapter 3

Defects in Photodetectors

While in theory semiconductors are often considered as perfect crystals, real struc-
tures contain imperfections. As mentioned in Section 2.1.1 the basic photodiode struc-
tures are rather simple pn-junctions in semiconducting materials. The dopants in the
p-doped and n-doped regions in these materials are nothing less than defect states that
strongly alter and influence the electrical and optical parameters of the basis material.
Stunningly, for semiconductors already a very small amount of defect states compared
to the total amount of host atoms is able to completely control and influence param-
eters, such as the resistivity. While these defect states are purposely introduced into
the semiconductor, a certain amount of defects are also unavoidably present and may
strongly impact the material parameters. While some of the defects may be introduced
or created during processing of the device, some defects may be present already in the
host material, i.e. in the unprocessed semiconductor wafers. Actually, from a thermody-
namic point of view, following the second law of thermodynamics, some defects must
be present in any semiconductor at finite temperatures [88].
In a broad definition, defects are referred to as any perturbation of the elsewhere perfect
crystal. More specifically defects may be distinguished by their electrical parameters,
such as energy levels and cross sections, as well as their nature (impurity, intrinsic, line
defect, areal defect...). In this section this specification and description of defects is re-
viewed, for the specific case of photodiodes. While in principle the presence and nature
of defects in a processed semiconductor, i.e. in any device (metal–oxide–semiconductor
field-effect transistor (MOSFET), bipolar junction transistor (BJT), resistor, diode, ..), of a
CMOS process, does not depend on the device itself, the way the defects may interfere
with the device operation well does.
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CHAPTER 3. DEFECTS IN PHOTODETECTORS

3.1 Defect Classification

Defects may be classified by their dimensionality. In the following subsections
this classification will be discussed starting from zero-dimensional point defects to
two-dimensional surface and interface defects. Apart from this classification based on
dimensionality, they may also be divided into intrinsic (also native) defects and extrinsic
defects. Intrinsic defects only involve atoms that are present and form the crystals
whereas extrinsic defects consist of impurities, i.e. elements foreign to the crystal. For
the intrinsic case, there are two versions: either a host atom is missing at its supposed
place, which is called a vacancy, or an additional host atom is sitting at a side where it
is not supposed to be, which is called an self-interstitial. Extrinsic defects, on the other
hand, may also come in two versions: either a foreign atom is taking one of the host
sides, which is called a substitutional defect or a foreign atoms is sitting at an interside,
which is then called interstitial.

3.1.1 Bulk Defects: Point and Line imperfections

VAa

CcAaAai

Cci

BbAa

AaBb

Element Aa Element Bb Element Cc

Figure 3.1. Schematics of different defect types in elemental (left) and compound (right)
crystals. (left) Elemental crystal (element Aa) with intrinsic defects, i.e. lattice vacancy VAa

and self-interstitial Aai, and extrinsic defects, i.e. substitutional element Cc on an Aa side CcAa

and interstitial Cci. The dashed vertical line marks an edge dislocation. (right) Compound
crystal (elements Aa and Bb) with antisite defects BbAa and AaBb.

Defects in the bulk of a semiconducting material may be point-like, i.e. zero-
dimensional crystallographic errors or one-dimensional crystallographic mismatch,
called dislocation. Fig. 3.1 shows bulk defects in elemental as well as compound crystals.
The self-interstitial and vacancies may be formed in pairs, i.e. these defects may be
formed if a host element leaves its supposed place (creating a vacancy) and moves
to an unsupposed place, thereby forming an interstitial. These defect pairs are then
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3.1. DEFECT CLASSIFICATION

Figure 3.2. Example of point defects in the silicon crystal (diamond crystal structure). (outer
left) Perfect silicon crystal as reference. (left) Substitutional atom, i.e. the blue atom replacing
one of the green host atoms. (right) Interstitial atom (red) in the tetrahedral configuration.
(outer right) Interstitial atom (red) in the hexagonal configuration. This plot was created
using the VESTA software [89].

Figure 3.3. Schematics of a dislocation
(edge) defect in cubic crystal shown
in a 2D-plane. The deformation may
be imaginary thought as caused by
adding an extra plane (red line) of
atoms in the upper half of the struc-
ture. The defect will cause atoms in
the upper planes to be compressed
whereas defects in the lower planes
will be extended [90].

called Frenkel defects, named after their discoverer Yakov Frenkel [91]. Another way
these defects are created is by leaving the host place and moving to the surface, which
means creating the vacancy without becoming an interstitial. This defect is called a
Schottky defect. For silicon, as well as many other important materials for semicon-
ductor research and industry, point-like defects are well studied, and a lot of studies
have amassed showing experimentally extracted defect parameters [92, 93, 94, 95] or
simulation-wise extracted defect parameters [96, 97]. In Fig. 3.2 different point-like
defects for the silicon crystal structure (diamond) are shown. As can be seen in the plots
of this figure, interstitial atoms may take different positions within the 3-dimensional
crystal structure. The two configurations shown in this figure are not complete and
are shown exemplarily. Other well-known interstitial defect configurations include the
bond-centered interstitial (one Si-Si is broken by an interstitial in the middle of the
breaking line), the dumbbell interstitial or the ⟨1 1 1⟩-split interstitial [98]. It should
be noted that typically the presence of a defect will also cause the positions of the
remaining host atoms to be shifted, which, out of simplicity, was not considered in
these plots. These equilibrium positions can be calculated by means of first principle
calculations like density-functional theory (DFT).
Next to zero-dimensional point-like defects line imperfections, so called dislocations,
might occur in the bulk of a crystal. One schematic example of a dislocation is shown in
Fig. 3.3. The defect shown there is the simplest form of a dislocation and is called an
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edge dislocation. Next to this type of dislocation there is the so called screw dislocation
where successive atom planes are transformed into the surface of a helix [90]. More
complicated forms of dislocations can be formed by combining segments of edge and
screw dislocations. In silicon different forms of edge dislocations have been observed
and described [99] where an example is shown in Fig. 3.4. The dangling bonds associ-
ated to the dislocations as drawn in this figure might be electrically active, i.e. interact
with the free charge carriers of the crystal [100, 101].
It should be noted, that the defects discussed above are not limited to crystalline struc-
tures only. Actually, they may as well occur in amorphous materials like the amorphous
silicon dioxide used as gate insulators in most CMOS processes. Defects in gate oxides
are indeed also very important for transistor reliability issues where they can cause
breakdowns or shift the gate threshold voltage. A structural plot of amorphous SiO2
can be seen in Fig. 3.5 in the next section. A common defect in this insulating material
is the E′ center, which is an unpaired electron bond of one silicon atom, where several
variants of these defects exist [102]. Another important defect is the oxygen vacancy
where an oxygen atom is missing between the two silicon atoms.

Figure 3.4. Example of a dislocation in the silicon (1 1 1) plane. The blue and orange circles
mark the Si atoms of the two face-centered cubic (fcc) sub-lattices forming the diamond crystal
structure [103]. The perfect crystal structure (left) is disturbed by the so called 30◦ partial
dislocation. The unreconstructed structure (middle) tends to change to the reconstructed
structure (right) since this phase is energetically preferred [104]. Still in the reconstructed
structure unpaired dangling bonds are present. This figure is recreated after [99].

3.1.2 Interface Defects

The bulk of a material can be considered as individual mono-layers on top of each
other with the very same structure, i.e. atomic spacings etc. This however, is quite
different for interfaces, where there might be a sudden structural mismatch between
the top layer of the first material and the bottom layer of the second material forming
the interface. This makes interfaces very prone to large defect densities and defines
challenges to grow dielectrics with low interface defect densities on semiconductors in
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semiconductor processes. Infact, one of the main reasons for silicon being the predom-
inant material in the semiconductor industry is the ability to grow silicon-dioxide as
insulating material on top of silicon with very low defect densities. This is quite remark-
able considering an about 30 % larger Si to Si atomic distance in the amorphous SiO2
compared to the Si crystal [105]. In Fig. 3.5 the structure of amorphous SiO2 is shown.
It consists of tetrahedral SiO4 basis units linked together by ”sharing” oxygen atoms
with various bonding angles leading to the amorphous phase with a stoichiometry of
SiO2. Additionally, passivation techniques have been developed that allow to passivate
defects present at this interface, by minimizing the interaction capability of defects with
charge carriers. In Fig. 3.6 a 3-dimensional plot of a Si-SiO2 interface is shown. As can
be seen, some of the Si atoms bond to hydrogen atoms (colored white in this plot). The
passivation of otherwise dangling Si bonds with hydrogen (hydrogenation) is one major
factor that leads to the high-quality interfaces achieved in nowadays SiO2 gates oxides.
This is typically done in annealing treatments after the oxide growth, where the source
of hydrogen may be the annealing ambient like H2 or a forming gas [106]. By doing so,
interfacial trap densities for dangling bonds can be successfully reduced from about
1012 cm−2 before annealing treatment to about 109 cm−2 to 1010 cm−2 after annealing in
CMOS processes [107].

Figure 3.5. 3-dimensional structure of silicon dioxide. (left) Tetrahedral basis unit consisting
of a silicon atom (blue) bonded to 4 oxygen atoms (red). (middle) Amorphous silicon dioxide
(a-SiO2) is formed by linking the SiO4 tetrahedra with varied Si-O-Si bond angles (here 180◦).
One oxygen atom is ”shared” between two silicon atoms leading to a 1:2-Si:O stoichiometry.
(right) Amorphous silicon dioxide structure with atomic coordinates taken from [108]. This
plot was created using the VESTA software [89].

Specifically, the defects at the Si-SiO2 interface have been investigated with great detail
since this interface is crucial for the operation of silicon metal–oxide–semiconductor
(MOS) devices. Not only defects at this interface affect and degrade the nominal perfor-
mance of these devices but they also impose severe drawbacks in terms of reliability [31,
109]. The main electronically active defects at this interface are Si dangling bonds, called
Pb-type centers, with three subtypes referred to as Pb, Pb1, Pb2. All of these defects
have been identified as unsaturated Si dangling bonds back-bonded by three other Si
atoms without bonding to oxygen atoms[110]. A schematic for the Pb1 and Pb2 defects
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at the Si(1 0 0)-SiO2 interface is shown in Fig. 3.7. As can be seen, some of the dangling
bonds at this interface are passivated by hydrogen atoms. However, high energetic
(and thus very fast) carriers in transistor channels may have enough kinetic energy
to break these passivated bonds which can lead to reliability issues (called hot carrier
degradation) [111].
As mentioned above, the defect landscape at the semiconductor to oxide interfaces
poses severe drawbacks and challenges to the operation of transistors, however, it is
well known that defects at the Si-SiO2 also play an important role in minority carrier
based devices such as photodiodes or BJTs. The interaction of minority carriers with
defects at the Si-SiO2 interface might be different to the interaction of majority carriers
in the transistor channel and these defects. While in devices relying on the field-effect,
trapped carriers might influence the electrostatics and electro-dynamics, another im-
portant point adds up in minority carrier based devices, which is defect-mediated
recombination. As will be explained in more detail in Section 3.2 interface defects, as
well as bulk defects discussed in the previous section, can act as recombination centers
which can reduce the performance of minority carrier based devices. It should be noted,
that this is not only limited to the defects at the Si-SiO2 interface but actually to any
interface minority carrier might diffuse to. This is also a very important difference when
considering and comparing the physics in field-effect based majority carrier devices and
e.g. photodiodes. While for the operation of the transistor the main region of interest
regarding carrier trapping is the channel and semiconductor-to-oxide interface at the
channel, minority carriers responsible for the main signal in photodiodes might diffuse
to any other interface, such as the interface between an epitaxial layer and a below
laying substrate or the interface between the semiconductor and an above deposited
low-quality interlevel dielectricum.

Figure 3.6. The silicon to silicon dioxide interface. Supercell of a Si-SiO2-Si interface structure
after molecular dynamics simulation of the atomic configuration. Si atoms are colored blue,
oxygen atoms are colored red and hydrogen atoms are colored white. The structural data
was provided as supplemental material of reference [112]. This plot was created using the
VESTA software [89].
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Pb0 Pb0

Pb1

SiO2

Si
↑ [100]

Figure 3.7. Dangling bonds (violet) at the Si(1 0 0)-SiO2 interface. Silicon atoms are colored
blue, oxygen atoms are colored red and hydrogen atoms are colored gray. Recreated af-
ter [113].

3.2 Defect-Carrier Interaction

While the previous section focused on how to classify crystallographic mismatch
and where it may occur within a material system, this section aims at providing a basic
understanding of how defects can interact with charge carriers. Basically the interaction
of defects with carriers involves a change in the charge state of the defect. Therefore
this section focuses on defects that are able to change their charge state by capturing
or emitting charge carriers. Defects that are not able to do so, i.e. defects that always
have the same charge state, are still important as they may affect the electrostatics or
equilibrium carrier concentrations of the device. An example of this kind of defects are
fixed oxide charges within the gate oxide of a transistor, that will lead to a persistent shift
of the devices threshold voltage. Similarly, the doping of semiconductors can be seen as
deliberate introduction of defect states into the crystal structure. These defects, however,
are energetically so close to the bands, that in normal operation they will not change the
ionization state. This way, donors can always be considered positively ionized (since
they ”lost” an electron) and acceptors can always be considered negatively ionized
(since they ”gathered” an additional electron). As will be discussed in this section,
donors and acceptors are the very same crystalline defects as impurity atoms like iron
in silicon, only their electrical defect parameters are different in the sense that under
normal operational conditions the Fermi level will not cross their energetic position
within the bandgap.

3.2.1 Defect parameter: Energy, Density and Cross-section

The physical presence of defects in a semiconductor crystal has important con-
sequences for its electronic states. Generally, in semiconductors electronic states are
described by the band diagram where the energy of charge carriers is considered as
a function of the electron wave vector. Considering semiconducting materials it turns
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Figure 3.8. Electrical defect parameters. (left) Defect density D versus energy for two deep
levels: one discrete (violet) and one continuously distributed (red). The trap density can be
calculated by integration along the bandgap. (right) Schematic illustration of the capture
cross section σ considering the volume dV = dxdydz. Recreated after [114].

out that there are continua of allowed states (bands), as well as energies with no corre-
sponding states (bandgap). However, the presence of defects in the crystal introduces
additional states that may be populated by charge carriers. In principle, anything that
interrupts a crystals periodicity will create localized states that are not part of the semi-
conductor band structure. It should be noted that the activation energy of defects does
not necessarily have to be within the bandgap [115]. If the activation energy is within
the bandgap, it depends on the ionization energy of these states, if they can act as traps.
For example, considering hydrogen like impurities, such as phosphorous in silicon,
the ionization energy may be estimated with the Rydberg constant corrected for the
carrier effective mass and the dielectric constant of the semiconductor. The ionization
energy estimated with this approach is 25 meV compared to measured values of 45 meV,
below the conduction band, respectively [116]. States that are so close to the silicon band
edges will always be ionized at room temperature and are called shallow levels. There
is no formal definition of a concrete energy to divide between shallow levels and deep
levels, however, levels can be considered shallow when the separation of the ground
state energy to the relevant band edge is comparable to the thermal energy kBT at
room temperature [117]1. In the left hand side plot of Fig. 3.8 defect regions (shallow,
deep) are plotted schematically against the energy E. Next to the activation energy of
defects another important parameter is the density of defects. For bulk defects this
density is typically calculated with respect to the unit volume (units of cm−3) whereas
for interface or surface defects with respect to the unit area (units of cm−2). Another
distinction can be made in terms of the energetic distribution, i.e. between discrete

1It should be mentioned, that there is still some ambiguity in the terminology of shallow and deep
levels [118], in this work however, a distinction corresponding to the above description is made.
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(violet peak in Fig. 3.8) and continuously distributed defect energies (red distribution in
Fig. 3.8). A continuous distribution of traps is typically seen at interfaces, therefore trap
distributions at interfaces are typically described with a interface trap density Dit in
units of cm−2 eV−1. A more detailed analysis reveals, that also the ionization state of a
defect, i.e. if an defect state is occupied or not by an electron, will affect the neighboring
atoms by attractive and repulsive forces leading to different equilibrated relaxation
positions and energy levels, depending on whether the trap is occupied or not. This
phenomena are not included in the basic Shockley-Read-Hall (SRH) theory discussed in
the next section but they will be discussed in Section 3.2.3. Apart from energetic trap
levels and trap densities, a parameter that describes how effectively charge carriers
interact with defect states is the defect capture cross section. It should be mentioned,
that the concept of defect capture cross section is phenomenological and agnostic about
the physics of carrier trapping, still the great utility of this parameter and the SRH
recombination model in general lies in its general applicability [119]. The concepts of
capture cross section and capture rates can be understood as depicted in the right hand
side plot in Fig. 3.8. Considering the infinitesimal volume dV containing NVTdV defects,
where each defect is represented by its cross sectional area σ = a2π, i.e. a circle with
radius a, and furthermore that an electron is traveling through the crystal with thermal
velocity vth. This defines a cylindrical volume within which an electron is captured by
the defect for certain. Consequently, the rate for capturing n electrons in the volume dV
is given by the product of n, σn, vth and the number of defects NVTdV

CV,n = NVTσnvthndV, (3.1)

and a capture rate normalized to the number of traps and the number of electrons can
be defined as

cn = σnvth. (3.2)

The above capture rate is a macroscopic capture coefficient that should be generalized by
averaging over all the electrons with respect to their energies2. An intuitive estimation
for the order of magnitude for σ can be made considering the definition of the cross
section as circle with radius a [114]. Taking, for example, the lattice constant of silicon
a ≈ 5.43 Å, yields a result of σ ≈ 10−14 cm2, which is a typical order of magnitude
for cross sections of point defects in silicon [120]. Capture cross sections are most
often determined experimentally, however, there are approaches in computing these
values by first-principle-methods such as DFT [121]. Together with the energetic trap
position/distribution, capture cross sections are important defect parameters affecting
the carrier lifetimes via SRH recombination which is discussed next.

2This is discussed in further detail in Section 3.2.2 and given by Equation (3.10).
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3.2.2 Shockley-Read-Hall (SRH) Recombination Model

The Shockley-Read-Hall (SRH) model describes trap-mediated recombination and
generation in a statistical manner. It was first proposed by its eponyms Shockley,
Read [35] and Hall in 1952 [36]. This model considers the rates of transitions from
a trap state being occupied or empty (filled or not filled circle in Fig. 3.9) and the defects
are described by the parameters as introduced in the previous Section 3.2.1. The model

electron emission
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electron capture

b)

hole emission

c)

hole capture

d)

be
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Figure 3.9. Shockley-Read-Hall recombination processes. A trap level (dashed horizontal
line), energetically between the valence band (red) and conduction band (blue), may act as
recombination center. The model consists of 4 basic processes: a) to d). Recombination and
generation is occuring with a combination of process a) and c) or b) and d).

is based on four basic defect-carrier interaction processes as indicated in Fig. 3.9:

a) Electron emission: An electron is excited from the trap level to the conduction band.

b) Electron capture: An electron is released from the conduction band to the trap level.

c) Hole emission: An electron is excited from the valence band to the trap level, which
is equivalent to an hole being released from the trap level to the valence band.

d) Hole capture: An electron is released from the trap level to the valence band, which
is equivalent to an hole being excited from the valence band to the trap level.

To derive the SRH recombination rate, NT traps are considered where nT traps are filled
with electron and pT traps are not filled with electrons such that

NT = nT + pT. (3.3)

This can be also expressed in terms of a trap occupation function f(p)t for electrons
(holes)

nT = NT ft (3.4a)
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pT = NT fpt (3.4b)

1 = ft + fpt. (3.4c)

In the following the rates for the processes as indicated in Fig. 3.9 will be introduced
with reference to their name in that figure, i.e. ka for the rate of process a), kb for the rate
of process b) and so forth. The rate for electron emission ka can be calculated considering
that the trap has to be occupied and the state in the conduction has to be free [35]

ka =

 ∞

Ec

en(E)Nt ft(E)(1 − f (E))Nc(E)dE, (3.5)

where en is an a-priori unknown emission rate in analogy to the capture rate, Equa-
tion (3.2) introduced in Section 3.2.1 and f (E) and Nc(E) are the Fermi function and
density of states in the conduction band, respectively. Similarly, the rate for process b),
i.e. electron emission, kb is given by

kb =

 ∞

Ec

Nt(1 − ft)cn f (E)Nc(E)dE. (3.6)

Considering that the net rate of electron capture kab = kb − ka in thermal equilibrium
has to be 0 for any energy interval dE (principle of detailed balance) allows to relate en to
cn via balancing the integrands of Equation (3.5) and Equation (3.6) [35]

en = cne(ET−E)/(kBT), (3.7)

where the useful relation for the Fermi function was used

f (E)
1 − f (E)

= e(E−Ef)/(kBT). (3.8)

Therefore Equation (3.5) can be rewritten as

ka =

 ∞

Ec

cne(ET−E)/(kBT)Nt ft(1 − f (E))Nc(E)dE. (3.9)

For solving the integrals, Equation (3.6) and Equation (3.9), an averaged capture cross
section cn is introduced

cn =

� ∞
Ec

cn(E)e(Ec−E)/(kBT)Nc(E)dE� ∞
Ec

e(Ec−E)/(kBT)Nc(E)dE
(3.10)

and Boltzmann statistics are applied, i.e. the Fermi function f (E) is approximated by

f (E) =
1

e(E−Ef)/(kBT) + 1
≈ e(Ef−E)/(kBT). (3.11)
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Then Equation (3.6) and Equation (3.9) can be further simplified to

ka = NTcn ftn1 (3.12)

kb = NTcn fptn. (3.13)

In Equation (3.12) n1 is introduced as auxiliary variable that corresponds to the carrier
concentration computed with Boltzmann statistics if the Fermi level Ef would coincide
with the trap energy level ET

n1 = Nce(ET−Ec)/(kBT). (3.14)

Now the net rate of electron capture from the conduction band, that is the rate of electron
emission (process b) in Fig. 3.9) minus the rate of electron capture (process a) in Fig. 3.9)
can be calculated as

kba = kb − ka = NTcn fptn − NTcn ftn1. (3.15)

In analogy to the derived net rate for electron capture the net rate for hole capture, that
is kdc can be derived

kdc =

kd� �� �
NTcp ftp−

kc� �� �
NTcp fptp1, (3.16)

where p1 is given in analogy to n1

p1 = Nve(Ev−ET)/(kBT), (3.17)

with Nv being the density of states in the valence band. Finally, to derive an expression
for the net rate of recombination, it has to be considered that in steady-state conditions
kba must be equal to kdc leading to the well known result for the SRH recombination
rate

kba
!
= kdc =⇒ USRH =

pn − n2
i

τp0(n + n1) + τn0(p + p1)
, (3.18)

with the lifetime parameters

τn0 =
1

NTcn
(3.19a)

τp0 =
1

NTcp
. (3.19b)

To derive Equation (3.18) the identity n1p1 = n2
i , with the intrinsic carrier concen-

tration ni was utilized. A parametrization with the lifetime parameters τn0 and τp0,
Equations (3.19a) and (3.19b), is useful, since a SRH carrier lifetime τSRH can be defined
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with respect to the recombination rate U according to 3

τSRH =
∆n

USRH
, (3.20)

and this equation reduces to the parameters τn0 and τp0 in some cases as will be shown
in Section 3.2.2. In Fig. 3.10 the individual rates as well as the total SRH recombination
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Figure 3.10. Shockley-Read-Hall recombination rates as function of trap energy ET: left
n-type doped silicon (ND = 1016 cm−3), center intrinsic silicon, right p-type doped silicon
(NA = 1016 cm−3) for an excess carrier density of ∆n = 1013 cm−3 and cross sections σn =

σp = 10−14 cm2. Upper plots: recombination rates for the different processes according to
Fig. 3.9 and Equations (3.16) and (3.15): hole capture (hc): kd; hole emission (he): kc; electron
capture (ec): kb; electron emission (ee): ka Lower plots: Trap occupation ft and normalized
recombination rate R̂ = R(ET)/max(R(ET)). The vertical dashed line marks the Fermi level,
the vertical red and blue line in the central plot mark the quasi-Fermi levels for holes and
electrons, respectively. Recombination is most effective for traps close to the center of the
bandgap.

rate for n-type, intrinsic and p-type silicon as a function of the trap energy ET is shown.
Despite the same doping levels for the n-type and p-type silicon in these plots the
symmetry is slightly broken because of different values for thermal velocities and
effective density of states for electrons and holes. As can be seen in this figure, the
recombination rate is largest for ”midgap” traps. In the case of traps energetically
located close to the band edges, the interaction of one type of carrier with the traps
dominates and recombination becomes therefore inefficient. For example, considering
intrinsic silicon (center), close to the valence band there is hardly electron emission
since this requires lifting an electron energetically a wide distance, leading to low rates

3The concept of carrier lifetimes will be discussed with more detail and in a more global context in
Section 4.1.
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for this transition, which is incorporated in the definition of n1 appearing in Equation
(3.12). The process of electron capture is also by magnitudes smaller than hole capture
or emission since electron capture requires the traps to be empty. However, looking at
the lower plots it becomes apparent that almost all traps are filled by electrons in that
case ( ft ≈ 1). Consequently, the rate of hole capture is quite high in this case. However,
also the hole emission rates become quite high since the energetic barriers for this rate
are low. Therefore, the dominant processes in this regime are hole capture and emission,
whereas recombination is less important. An analog conclusion can be drawn for the
other side of the bandgap, i.e. energetically close to the conduction band. The same
principles also apply for the case of doped silicon. Considering the trap occupation
probability ft it can be seen, that this factor follows a Fermi-like distribution centered at
the Fermi level (being approx. equal to the quasi-Fermi level for the majority carriers in
the doped case). For the intrinsic case there are two distinct transition regions in ft at
the location of the quasi-Fermi levels for holes and electrons. Apparently, in the case of
intrinsic silicon the two quasi-Fermi levels define the region of efficient recombination.
This is the basic idea of an approximation formulated by Simmons and Taylor [122],
where the SRH processes are simplified based on this assessment. This approximation
may be applied whenever n ≈ p, which means either in the case of intrinsically doped
semiconductors or if the excess carrier concentration is much larger than the doping
concentration.

Injection Dependency

It is well known, that the SRH processes might be strongly dependent on the
amount of excess carriers ∆n. In 1952 Hall already considered the injection dependency
of SRH processes in his publication [36]. ∆n is implicitly taken into account in the
SRH recombination rate, Equation (3.18), considering that the total electron and hole
concentrations are given by

n = n0 + ∆n (3.21a)

p = p0 + ∆n, (3.21b)

where n0 and p0 are the equilibrium carrier concentration. In that case it is assumed
that the amount of excess electrons equals the amount of excess holes, i.e. ∆n = ∆p,
which is an assumption that holds in case of negligible carrier trapping effects [123]. It
is worth noting, that in the case of presence of excess carriers, the law of mass action is
not satisfied any longer, that means np ̸= n2

i but rather

np = n0p0 + ∆n(n0 + p0) + ∆n2 = n2
i + ∆n(n0 + p0) + ∆n2 (3.22)

Assuming a p-type doped semiconductor4 (with acceptor concentration NA) and com-
plete dopant ionization the equilibrium carrier densities can be estimated as follows

4In this section a p-type doped semiconductor is considered, the very same conclusions can, however,
be drawn considering n-type doping.

36



3.2. DEFECT-CARRIER INTERACTION

p0 ≈ NA (3.23a)

n0 = n2
i /NA. (3.23b)

In that case p0 ≫ n0 which allows to simplify the SRH recombination rate for the
minority carriers (electrons) as follows

USRH,n =
∆nNA + ∆n2

τp0n1 + τn0NA + τn0∆n + τn0p1
(3.24)

Two important limits for the carrier lifetimes according to Equation (3.20) can be

Figure 3.11. Injection-dependency of the SRH lifetime τSRH,n for p-type silicon (with acceptor
doping concentration NA) as function of excess carrier density ∆n and energetic trap level
ET with respect to the intrinsic energy Ei. The capture cross sections were chosen identical
σn = σp.

investigated now. First, the low injection limit, i.e. ∆n ≪ NA, where the excess carrier
concentration is negligible small compared to the bulk doping, is considered. In that
case the minority carrier lifetime reduces to [124]

τlow
SRH,n =

∆n
Ulow

SRH,p
= τn0

�
1 +

Kn1 + p1

NA

�
, (3.25)

where K is the ratio of lifetime parameters τp0/τn0. As can be seen, τn0 can be considered
a lower barrier for minority carrier lifetime in p-type doped silicon and a higher acceptor
concentration leads to lower achievable lifetimes in the low injection limit.
The limit on the other side, i.e. the high injection limit, can be derived similarly consid-
ering that ∆n ≫ n, p, n1, p1 which yields

τ
high
SRH,n = τn0 + τp0. (3.26)
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The minority carrier lifetime is plotted as a function of injection level and trap energy in
Fig. 3.11. Considering the low injection regime, in many cases the term in the brackets
in Equation (3.25) can be considered 1 and the lifetime reduces to τSRH,n = τn0. This
happens if the trap is near the midgap region, since then the carrier concentrations n1

and p1 become rather small. Contrary, for traps located near the bandgap edges, the low
injection lifetime can become quite high, even higher than the high-injection lifetime.
A higher lifetime for traps towards the band edges is in agreement with the plots in
Fig. 3.10, where the recombination rate was investigated as function of trap energy,
and midgap traps were identified as being the most recombination-active. Additionally,
it can be seen in Fig. 3.11, that the lifetime approaches the high injection limit τn0 +

τp0 independent of the trap’s energetic position within the bandgap, according to
Equation (3.26).

Dynamics

The SRH recombination rate, given by Equation (3.18), is a steady-state recombi-
nation rate. It is based on the condition of very same net electron capture and hole
capture, which is not necessarily true in non-steady-state conditions. The kinetics are
described with the rates for the SRH processes yielding the following system of coupled
differential equations �

dn
dt

�
SRH

= NTcn ftn1 − NTcn(1 − ft)n (3.27a)

�
dp
dt

�
SRH

= NTcp(1 − ft)p1 − NTcp ftp (3.27b)�
d ft

dt

�
SRH

= cp(1 − ft)p1 − cp ftp − cn ftn1 + cn(1 − ft)n (3.27c)

This system of equations can then be coupled to the basic system of equations, e.g. to
the drift-diffusion equations, to model transient trapping and recombination effects
via single defect levels. The model can be easily extended to more defects if transitions
between the individual levels are ignored [125], but inter-level transitions may also be
included, as for example shown for a two-level system in reference [126].

Surface Recombination

Defect-mediated surface recombination is in principle described in analogy to SRH
bulk recombination. Brattain and Bardeen were the first to apply the SRH theory to
recombination at surfaces by introducing a surface recombination velocity S [127, 128].
The recombination velocity can be seen as the surface lifetime equivalent. As the name
indicates it has the dimensions of a velocity and is typically stated in units of cm s−1. A
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recombination rate at the surface can be defined as [129]

Us =
nsps − n2

i
ns+n1

σpvthNst
+ ps+p1

σnvthNst

, (3.28)

where the subscript s refers to the quantity at the interface. It should be considered
that ns and ps have units of cm−3 (they are the bulk carrier concentrations at the
interface) and the interface trap density Nst has units of cm−2. Comparing the form of
Equation (3.28) to Equation (3.18) one can see that instead of the lifetime parameters
τn0,p0, velocity parameters Sn0,p0 can be defined for the surface case

Sn0 =
1

Nstcn
(3.29a)

Sp0 =
1

Nstcp
. (3.29b)

Considering interface recombination an equivalent to the carrier lifetime can now be
defined as surface recombination velocity

S =
Us

∆n
. (3.30)

The generation/recombination of carriers at any surface or interface can be considered
a source or sink for charge carriers. Therefore, a corresponding surface current density
js normal to the considered surface can be defined as

js = qUs = q
S

∆n
. (3.31)

which imposes a boundary condition in the drift-diffusion system as

nj = −qS∆n, (3.32)

where n is the normal vector to the surface under consideration. It should be noted that
a definition of the surface recombination velocity as in Equation (3.30) is meaningful
in the case of flatband conditions towards the surface, where the surface carrier con-
centrations are equal to those in the bulk and there is no depletion or accumulation
layer towards the interface. In the case of non-flatband conditions typically an effective
surface recombination velocity Seff is defined, which relates the surface recombination
rate Us to the excess carrier density at the edge of depletion-region [130]. Seff will be
further introduced in in Section 4.2.2. It should be noted, that in literature both metrics,
i.e. Seff as well as the surface current density js, are used to quantify recombination at
interfaces, where a discussion of the observed phenomena can have subtle advantages
in one or the other quantity [131]. It is worth mentioning that the interface traps (as
well as bulk traps) may have a continuous energetic distribution within the bandgap,
instead of being discrete levels. In that case, for the calculation of the recombination
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rate one needs to integrate over the defect distribution within the bandgap

Us =

 Ec

Ev

Dit(E)
nsps − n2

i
ns+n1(E)
vth,pσp(E) +

ps+p1(E)
vth,nσn(E)

dE, (3.33)

where the interface trap density Dit(E) was introduced, such that the total interface trap
density (withing the bandgap) is given by

Nst =

 Ec

Ev

Dit(E)dE. (3.34)

In that case n1 and p1 are calculated according to Equations (3.14) and (3.14) with ET

becoming the integration variable E and the dependency of capture cross sections σn(p)
on energy will be discussed with more detail in Section 4.2.2.

3.2.3 Non-Radiative Multi-Phonon Model

Figure 3.12. Defect-carrier interaction at the Si-SiO2 interface: Shockley-Read-Hall (SRH)
model versus non-radiative multi-phonon (NMP) model considering the capture/emission
of an electron from/to the conduction band to/from the trap level. (left) Schematics of the
Si-SiO2 interface with an interface trap level. (center) The SRH model considers no energetic
barrier for the capture of an electron (ESRH

12 = 0) and the barrier for the emission of an
trapped electron to the conduction band is given by the trap ionization energy with respect
to the conduction band energy (ESRH

21 = Ec − ET). (right) The non-radiative multi-phonon
(NMP) model considers the structural relaxation of the nuclei in the vicinity of the defect site.
Originally published in [PSJ1].

The SRH model as introduced in the previous section considers defects by the
parameters of capture cross sections and trap energies. However, the model is reluctant
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against including the structural relaxation of the atoms in the vicinity of the defect
upon changing its charge state. However, it is well known that structural relaxations
may impact the transition rates of carriers from a reservoir (i.e. conduction or valence
band) to the defect state. Historically, the non-radiative multi-phonon (NMP) theory
in the context of defects was first introduced by Huang and Rhys in 1950 [132] and
subsequently complemented by Gummel and Lax [133], Henry and Lang [119] and
others. Nowadays, the NMP model is discussed a lot in terms of transistor physics,
where transition times of emission and capture events leading to reliability issues can
be explained and accurately modeled with it [134, 31, 135, 136]. A comparison between
the SRH and NMP model to describe carrier interactions with an interface defect is
schematically shown in Fig. 3.12. To describe the physical phenomena the nomenclature
is adapted compared to the formalism introduced in Section 3.2.2 to describe SRH
recombination. The electron being trapped by the defect, is referred to as state 2 and the
defect not being occupied and the electron being in the conduction band is referred to as
state 1. A transition from state 1 to state 2 is described by the rate k12 and vice versa as
k21. For the SRH case, these rates, considering a single trap, where already introduced
as

kSRH
12 = nvthσn (3.35a)

kSRH
21 = Ncvthσe

ET−Ec
kBT . (3.35b)

One can see that the SRH model has an energetic barrier for the electron emission
whereas for the electron capture the electron simply ”falls” from the conduction band
to the trap level, i.e. there is no energetic barrier that has to be overcome. In the NMP
model, however, there is an energetic barrier also for the capture of an electron. Despite
the fact that the trap level is energetically favoured for the electron from the conduction
band, it is considered by this model, that a structural change has to take place, which
requires the energy E12. The structural change is typically described with a reaction
coordinate q. This coordinate describes the configuration, i.e. position of the nuclei , in a
simplified 1-dimensional fashion. The configuration landscape can be calculated by a
separation of the total problem into a part for the much heavier nuclei and a part for the
much lighter electrons, known as Born-Oppenheimer approximation [137]. Concretely,
the electronic part is solved on top of the potential energy surface (PES) for the nuclei,
where the energetic landscape in the vicinity of a local minima is approximated by
second order series expansions [31]

Vi =
1
2

Mωi (q − qi)
2 + Ei, (3.36)

In Equation (3.36) the subscript refers to the state i, Vi is the total potential energy, M
an effective mass of the defect, ωi the vibrational frequency in the minimum of the
corresponding state, and Ei the potential energy in the minimum. A transition from
one state to the other happens at the intersection of the parabolas where the energy
is supplied in form of quantized lattice vibrations, called phonons, hence the name

41



CHAPTER 3. DEFECTS IN PHOTODETECTORS

of the model. A common simplification, allowing the solution of the NMP transitions
to be formulated in a very compact manner, is to assume the same curvature of the
two parabolas considered, i.e. ω1 = ω2 = ω. This simplification is called linear electron-
phonon coupling and in that case the energies for the transitions are given by [31]

E12 =
(ER + E21)

2

4ER
(3.37a)

E21 = E12 − E21 =
(ER − E21)

2

4ER
, (3.37b)

where E21 = E2 − E1 (where E2 = ET and E1 = Ec, see Fig. 3.12) denotes the total energy
difference between the two states, and ER is the relaxation energy given by

ER = Sh̄ω, (3.38)

with S being the Huang-Rhys factor which is a measure for the average number of
phonons required for the particular transition [132]. With the above introduced formal-
ism, the capture and emission rate for the NMP model can be written as

kNMP
12 = nvthσne

−E12
kBT (3.39a)

kNMP
21 = Ncvthσne

−E21
kBT . (3.39b)

Comparing the SRH rates to the NMP rates on fundamental difference is the energetic
barrier for the electron capture. This has important consequences for the modeling
of time-dependent phenomena, such as random telegraph noise (RTN), observed in
MOSFET devices. In that case, a modeling according to the SRH model will fail since
the bias and temperature dependency of the capture times are wrongly incorporated by
the model (which is linked to the lack of an energetic barrier for the capture process,
and a too small barrier for the emission process).
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3.3 Impact of Defects on the Performance of Photodiodes
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Figure 3.13. Selected examples of how defects may impact the performance of photodiodes.

Having introduced and classified defects as well as described how they interact with
charge carriers in semiconductors this section aims at looking specifically how defects
interfere with the operation and nominal parameters of photodiodes. In Figure 3.13 a
selection of these interferences is schematically drawn:

(a) Reduced Responsivity
In Equation (2.14) the responsivity R of a photodiode was introduced as a function
of the parameter ξ describing the collection efficiency, that is the fraction of col-
lected to generated carriers within the diode active area. This parameter strongly
depends on the carrier lifetimes, and therefore ultimately on the density of defect
states in the material as is shown below. In general to calculate the terminal cur-
rents of an illuminated pn-junction the drift diffusion equations need to be solved
for each QNR. Considering the recombination rate R in terms of the minority
carrier lifetime τ the drift diffusion equations in each QNR of the junction read

Dn
d2np

dx2 =
np − np0

τn
− G(x) (3.40a)
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Dp
d2pn

dx2 =
pn − pn0

τp
− G(x), (3.40b)

where the subscript n, p refers to the n-type and p-type doped region of the
junction, D is the diffusion constant and G(x) the generation rate. If furthermore it
is assumed, that the generation rate is constant (this corresponds to the case where
the absorption length 1/α is much longer than the domain under investigation)5

then general solutions to Equation (3.40) can be formulated as follows

∆p(x) = p(x)− pn0 = Aex/Lp + Be−x/Lp + Gτp (3.41a)

∆n(x) = n(x)− np0 = Cex/Ln + De−x/Ln + Gτn, (3.41b)

with Ln(p) =
�

Dn(p)τn(p) and the constants A to D that are determined by the

boundary conditions. Except for the term containing the generation rate G these
solutions are identical to the un-illuminated pn-junction. Considering finite device
dimensions (width of anode QNR region Wp and width of cathode QNR region
Wn) one needs to define the boundary conditions. At the edges of the depletion
region the boundary conditions are determined by the Shockley relation whereas
at the outer boundaries the surface recombination velocities Sn and Sp need to be
considered

∂∆p(x′)
∂x′

����
x′=Wn

= ∆p(x′ = Wn) ∗ Sp/Dp (3.42a)

∂∆n(x′′)
∂x′′

����
x′′=Wp

= ∆n(x′′ = Wp) ∗ Sn/Dn, (3.42b)

where x′ and x′′ denote positions in the QNR regions in coordinate systems
with the origins at the corresponding edge of the depletion zone. In the wide
base approximation the surface recombination velocities are assumed zero (Sn =

Sp = 0) since the anode and cathode widths Wn and Wp are much larger than the
diffusion lengths Lp and Ln, respectively. In that case, and assuming recombination
within the depletion zone to be neglectable, solutions for the overall current
density j may be written as

j = jdark −

jphot� �� �
qG(Ln tanh

Wp

Ln
+ Lp tanh

Wn

Lp
+ Wdepl), (3.43)

where jdark is the dark current density, jphot the current density related to the
illumination and Wdepl the depletion width. It should be noted that a solution of
the illuminated case as sum of an un-illuminated current density and an additional
term is an inherent property of the governing linear differential equation, where a

5This simplification is used to demonstrate the influence of lifetime on the collection efficiency of
generated charge carriers in a compact manner. However, similar conclusions can be drawn when solving
the equations with an exponentially decaying generation rate [138, 139].
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solution to the general problem (with external perturbation) can always be written
as sum of a solution to the homogeneous system plus a particular solution to the
inhomogeneous system. The internal collection efficiency may now be calculated
as function of diffusion length (and therefore carrier lifetime) by comparing jphot

to the maximal current qG(Wp +Wn +Wdepl). The terms Ln(p) tanh
Wp(n)
Ln(p) have two

important limits that are

lim
Ln(p)≫Wp(n)

Ln(p) tanh
Wp(n)

Ln(p)
= Wp(n) (3.44a)

lim
Ln(p)≪Wp(n)

Ln(p) tanh
Wp(n)

Ln(p)
= 0 (3.44b)

These limits indicate the importance of diffusion length (and therefore lifetime)
on the collection efficiency and ultimately quantum efficiency of photodiodes. If
the diffusion length is small compared to the device dimension (i.e. the distance
of carrier generation to the next collecting terminal) a large fraction of carriers
recombines instead of contributing to the photocurrent, else if the diffusion length
is large compared to the device dimension then high quantum efficiencies close
to unity can be achieved. The knowledge of carrier lifetimes and correspond-
ingly diffusion lengths may therefore be crucial in photodiode design and layout
considerations.

(b) Temperature Sensitivity
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Figure 3.14. Temperature dependency of dark current. In the high temperature regime
the dark current is dominated by the diffusion component whereas in the low tem-
perature regime the generation term dominates. A higher trap density N2 > N1 leads
to a shift of the transition from a lower temperature T1 to a higher temperatures T2.
To achieve a small dark current, the generation component should be minimized and
therefore a low trap density is desirable.

The reverse bias dark current of a pn-junction is given by a diffusion and genera-
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tion component6

|jdark| = jd + jg (3.45)

where jg is the result of trap-mediated generation (described with the SRH for-
malism) in the depletion region, where carrier concentration are below their
equilibrium values and hence a net generation rate sets in to re-establish the equi-
librium. The governing temperature dependency of Equation (3.45) is given by
the dependencies of the two components on the intrinsic carrier density ni, since
this quantity strongly depends on temperature

jd ∝ n2
i ∝ T3e−

Eg
kBT (3.46a)

jg ∝ ni ∝ T3/2e−
Eg

2kBT . (3.46b)

As a function of temperature, the total dark current density may thus be modeled
as

jdark = CdiffT3e−
Eg

kBT + CgenT3/2e−
Eg

2kBT , (3.47)

with temperature-independent coefficients Cdiff and Cgen. Considering the influ-
ence of trap states on the temperature dependency it should be considered that
jg is related to the SRH generation and hence jg and Cgen are proportional to the
amount of trap states NT. This dependency is schematically drawn in Fig. 3.14.
Generally low dark currents are desired as this current component competes with
the photo-current and therefore low trap densities are generally desired. A mea-
surement of dark current can therefore also be utilized to get information about
the presence of traps in single devices. Comparing different sites on a wafer in a
statistical fashion even allows for an identification defects as well as an estimation
of the corresponding trap energy as was shown for charge-coupled device (CCD)
image sensors [140].

(c) Increased Dark Current
An trap-related increased dark current is strongly related to the above point, where
the temperature dependency of the dark current is discussed. In Equation (3.45) a
diffusion and generation component of the dark current is stated. The generation
component appears because of net SRH generation in the depletion zone and
the formula will be derived explicitly in Section 4.1.2. Similar to the responsivity
degradation because of defect-mediated recombination of photo-generated charge
carriers, the dark current degradation is worst for midgap traps. In that case
the generation process is most efficient since the two processes (generation and
recombination) have very same characteristics as a function of the trap energy
level (see Fig. 3.10 for recombination).

6This formula will be derived and investigated in more detail in Section 4.1.2
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Figure 3.15. Generation dark current density component jg as function of trap pa-
rameters at room temperature T = 300 K. jg is modeled after Equation (4.22), jd
after Equation (4.17) with F = 1, assuming an n+/p junction (NA = 1015 cm−3,
ND = 1020 cm−3 ≫ NA), such that the current density is dominated by the com-
ponent from the lower doped p-side. (left) jg as function of trap density NT (related
to carrier lifetime τ on the upper axis via Equation (3.19)) and trap energy ET. (right)
Ratio of diffusion current density jd to generation current density jg as function of trap
parameters. The contour lines mark a ratio of 1.

In Fig. 3.15 the trap-related dark current component jg is plotted as function of
trap parameters. As mentioned above jg is largest for midgap traps and the plots
are symmetric about ET = Ei. It should be noted that, jg depends linearly on NT.
Furthermore, in the right hand side plot of Fig. 3.15 the jd = jg contour-lines are
indicated. These diagonals mark the transitions from a diffusion to a generation
dominated pn-junction, which also strongly affects the temperature dependency
as was discussed above.

(d) Increased Response Times
The SRH dynamics, i.e. time dependent differential equations, were introduced
by Equation (3.27). They add an additional component to the semiconductor
transport equations (e.g. drift-diffusion), and may cause transient effects in the
event of a change of the biasing condition (electric stress or optical stress, see for
example Fig. 2.7) because of trapped carriers being released or vice versa carriers
being trapped from the bands.
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Figure 3.16. TCAD simulated current transient related to trapped carriers after optical
stress at various temperatures T according to the colorbar. A quasi-1D n+/p junction
is illuminated with green a light pulse (wavelength λ = 530 nm) with a power of
Popt = 10−5 W leading to the current density jpulse. At t0 = 0 the illumination is
stopped and the small (≈ 10−5 jpulse) current transients appear because of trap states
in the device. For the simulation a single trap level is placed at ET = Ei with a trap
density NT = 1012 cm−3.

In Fig. 3.16 current transients after optical excitation are shown. Trap states are
filled because of higher carrier concentrations upon illumination and in the sub-
sequent relaxation phase the carrier are re-emitted from the traps leading to this
current in the ms-time regime. Characteristic for trap related emission is that
the charge transition times of the defect strongly depend on temperature. These
currents are in many cases (as well as in the simulation shown in Fig. 3.16) not
affecting the formal rise and fall times of a device because typically their mag-
nitude is too small to become effective on the usually defined 10 % - 90 % levels,
see Section 2.2.4. However, trapping related transient currents are still undesired
and should be avoided since they can disturb the operativeness of the device
(photodiode plus read-out circuitry) in some applications.
Finally, it should be mentioned, that (de-)trapping transients (measured in current
or capacitance) and their temperature dependencies are the foundation of the
deep-level transient spectroscopy (DLTS) measurements which are introduced in
Section 4.2.1.

(e) Non-linear Response
Trap related non-linearities with respect to the illumination intensity may be
introduced since the SRH recombination rate is injection-dependent. Considering
the responsivity R of a photodiode, i.e. the photocurrent divided by the optical
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power Φ, this quantity is expected to be constant R(Φ) = const. This can be seen
in the model solution of the diffusion equations in the QNR (Equations (3.40)
with solution (3.41)) presented above, where apparently the ratio jphot/G ∝ R is
constant. Trap states, however, may lead to injection-dependent recombination
rates (see Figure 3.11) and thus lifetimes (see Equation (4.4)), in which case the
responsivity might become non-constant, i.e. R becomes a function of Φ. To
demonstrate trap related non-linearity phenomena in photodiodes the system
of differential Equations (3.40) can be considered. Typically the carrier lifetime
τ as well as the surface recombination velocity S (introduced in the boundary
conditions, Equation (3.42)) are considered constants, i.e. the low-injection limits
are assumed. However, considering the p-side of the junction only, an injection-
dependent boundary condition may be formulated as7

∂∆n(x′′)
∂x′′

����
x′′=Wp

= ∆n(x′′ = Wp) ∗ Sn(∆n(x′′ = Wp))/Dn, (3.48)

with

Sn(∆n) =
np0 + NA + ∆n

np0+n1+∆n
Sp0

+ NA+p1+∆n
Sn0

, (3.49)

which corresponds to Equation (3.30) evaluated at the p-side of the junction.
In Fig. 3.17 the solution to the diffusion equation are shown. In the upper plot
the excess carrier densities as well as the corresponding current densities are
shown for different surface recombination velocities as depicted in the lower
right plot. It should be noted that the solution for Sn = 0 corresponds to the
one discussed above, and is given by Equation (3.43). In that case the gradient
of the carrier density towards the boundary is zero and therefore also the corre-
sponding current density. The other limit, i.e. Sn = ∞ corresponds to a scenario,
where the minority carrier diffusion length Ln is much shorter that the device
dimension Wp (short base diode approximation). In that case the excess minority
carrier density is forced to zero at both boundaries and about half of the current
(or generated charge carriers) is lost due to recombination (see lower left plot).

7Here an injection-dependent boundary condition is assumed, since this is the main focus of investiga-
tion in the result section of this thesis. However, solving the system with respect to an injection-dependent
carrier lifetime will lead to qualitatively same results.
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Figure 3.17. Influence of injection-dependent boundary conditions on the linearity of
photocurrent. The diffusion equation in the p-side of the photodiode, Equation (3.40a),
is solved analytically subjected to the boundary condition given by Equation (3.48)
and Equation (3.49) using the Mathematica software [141]. The used parameters are:

Dn = 35 cm2 s−1, τn = 1 µs, np0 =
n2

i
NA

with NA = 1015 cm−3 and Wp = 20 µm. For
the boundary conditions the parameters, ∆n(x′′ = 0) = 0, Sn0 = 104 cm s−1, Sp0 =

102 cm s−1 and ET = Ei and therefore n1 = p1 = ni, were used. (upper): excess carrier

density ∆n (left axis) as well as corresponding current density jn = qDn
d∆n
dx′′

����
x′′=0

(right

axis) versus position in the p-side x′′. (lower left): Quantum efficiency ηQ as function
of generation rate G. The vertical dashed line marks the value for the generation rate
used in the upper plot. (lower right): The different boundary conditions, i.e. surface
recombination velocities Sn employed for the curves shown in the other plots.

The other two solutions for the boundary conditions Sn = S(∆n) and Sn =

Sn0 are between the above discussed extreme cases in terms of carrier densities
and current densities at the outer boundary. The carrier density of the solution
corresponding to the Sn = S(∆n) condition at the right boundary is slightly higher
than the solution corresponding to the Sn = Sn0 because of a lower value of S(∆n)
for this particular generation rate (and excess carrier density, correspondingly).
Considering the injection dependency (i.e. the boundary condition Sn = S(∆n)),
non-linear effects become clearly visible when observing the quantum efficiency
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ηQ, which is calculated by comparing the calculated current density jn(x′′ = 0)
to the maximum achievable current density jnmax = qWpG. The solution for
Sn = S(∆n) gives rise to a non-linear ηQ as function of generation rate G, where
the S-shaped curve form reflects the inverse dependency of Sn on (∆n), as shown
in the lower right graph of Figure 3.17. Comparing ηQ for Sn = Sn0 and Sn = S(∆n)
one can see, that at high injection higher values for ηQ can be achieved because of
reduced surface recombination. Solutions for Sn = 0 show constant and almost
unity ηQ (small losses because of finite liftime τn), while solutions for Sn = ∞ show
≈ 50 % ηQ since about half of the generated carriers recombines at the surface.

Experimental results of defect-related non-linearities, similar to the analytically
calculated ones in this section, are presented in Section 5.

(f) Increased Noise Floor
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Figure 3.18. Lorentzian noise spectra of single defects Sj summing up to 1/ f noise. The
current noise spectral density SI is plotted against the frequency f .

As discussed in Section 2.2.5 there are different components contributing to the
total noise floor of a photodiode. Since in the presence of traps there are constant
trapping and de-trapping events this will also lead to an increase in the noise floor
of the devices. In that case these processes have to be considered in a stochastic
fashion rather than describing the process by rates, as done in the SRH theory. In
essence, when a carrier diffuses from one region to the other, it may ”fall” into a
trap level, stay there for a characteristic time before being re-emitted (if it does not
recombine) into the band, thus creating a current pulse. The times for trapping and
de-trapping are then of random nature and it has been shown that a superposition
of such events leads to a 1/ f -noise component [142, 143, 144, 145], which is
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schematically shown in Fig. 3.18. It should be mentioned, however, that despite
a large pool of data and modeling approaches there is no generally accepted
universal theory for the nature of 1/ f noise [142]. Additionally, trap-related noise
is just one of a few noise sources in photodiodes and typically devices under
normal operating conditions are rather dominated by other noise mechanisms.
However, trap related noise 1/ f noise has been measured in pn-junctions [146].
In CMOS image sensors trap related 1/ f noise has often been reported but it is
generally rather attributed to be caused by defects in the MOSFET transistor of
the source follower in the pixel read-out circuit [147]. In nano-scaled transistors
the influence of single defects gets more pronounced (despite the total number
of defects being lower for smaller area the increase of influence of each defect
overcompensates for this effect) which allows to measure the influence of single
defects, for example in terms of random-telegraph noise [148].
Finally, it should be stated that the discussion about the relation between noise
and defects in photodiodes is mentioned here for completeness. However, further
experimental or theoretical investigation on the correlations are out of the scope
of this work.
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Chapter 4

Electrical Characterization of Defects in
Photodiodes

In the previous chapters the fundamentals of photodiodes and the influence of
defects on the performance of photodetectors were discussed. This chapter focuses on
characterization methods to explore the impact of defects on the performance parame-
ters of optoelectronic devices. First, the determination of carrier lifetime is discussed.
With the pure materials, commonly used in photodetectors, the lifetime is typically
determined and dominated by defect carrier interaction [149] and therefore a mea-
surement of lifetime allows for an estimation of the defect concentration and purity of
materials. In optoelectronic applications naturally high lifetimes are desired, as they
lead to improved quantum efficiency and performance of the devices. Different methods
have been established to measure carrier lifetime, however, caution needs to be taken
when utilizing these methods as results may be ambiguous depending on the device
under test.
Secondly, methods are introduced that allow a direct extraction and examination of
defect parameters. Most prominently, there is deep level transient spectroscopy (DLTS),
a defect scanning technique introduced and termed by D. V. Lang in 1974 [150]. This
technique has become one of the most widely applied defect characterization methods
and various adoptions have been developed. A more recent developed defect charac-
terization technique is the temperature and injection-dependent lifetime spectroscopy
(TIDLS) [151]. Here the basic SRH theory is utilized to extract defect properties based on
the injection and temperature dependency of the capture and emission rates. Similarly,
in this work, the injection-dependent responsivity is utilized to infer defect characteris-
tics in photodiodes. Parts of this section are directly quoted from the publications [PSJ2, PSJ3,
PSJ1].

53



CHAPTER 4. ELECTRICAL CHARACTERIZATION OF DEFECTS IN
PHOTODIODES

4.1 Determination of Minority Carrier Lifetime

Minority carrier lifetimes are essential for optical devices. High carrier lifetimes
correspond to high quantum efficiencies, in e.g. photo detectors or also solar cells,
because of reduced recombination losses [152, 153]. Lifetimes may not only be used to
characterize the performance of a semiconductor device but also to assess the purity
and quality of a semiconductor fabrication process [154]. In that case, lifetimes are
measured at different stages of the fabrication process and a possible degradation at
a certain processing step can be observed. A variety of methods has been established
to measure carrier lifetimes [155], however, it has been observed that the methods and
samples employed might affect the measurement results [156, 157]. This indicates that
special care should be taken, when measuring and analysing lifetime data. Another very
important aspect are interfaces and recombination at such, which becomes very present
in epitaxial layer structures. Many optoelectronic devices, however, are processed on
epitaxial layer since they typically have a very high quality low defect density.
In the following the concept of carrier lifetimes will be discussed in terms of different
recombination mechanisms. Afterwards, methods to characterize and measure the
lifetime, that were utilized in the framework of this thesis, will be presented.

4.1.1 The Concept of Carrier Lifetime

In the context of SRH recombination a lifetime was introduced in the previous
section, by Equation (3.20). Considering also other sources of recombination a general
recombination lifetime can be introduced as

τ =
∆n
Rtot

=
∆n

∑i Ri
. (4.1)

The term recombination lifetime is used to clarify that this is the average time before an
excess carrier recombines. There is a different concept called generation lifetime which
describes the opposite process, i.e. the average time it takes until a carrier is generated,
which happens if the carrier concentration is below the corresponding equilibrium
value [156]1. The quantity 1/τ can be interpreted as the rate of recombination (unit of
s−1) for a single carrier and thus needs to be multiplied by the total excess carrier density
to give the total recombination rate. Considering the excess electron concentration ∆n
in a p-type material the continuity equation (given a recombination rate Rtot) can be
written as

d∆n(t)
dt

= −Rtot. (4.2)

1It should be noted that recombination and generation rates are non-zero even in the case of carrier
concentrations being at their equilibrium values. In the equilibrium case, recombination and generation
balance each other out. What is discussed in this section are the net recombination and generation rates
in excess of these equilibrium rates.
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Considering furthermore that Rtot is simply proportional to ∆n the solution to the above
equation is a simple exponential function

∆n(t) = ∆n0e−
t
τ , (4.3)

and the lifetime can be interpreted as the time it takes for the excess carrier concentration
to decay to a fraction of 1/e of the initial value. However, as was already discussed in
the context of SRH recombination, the rate of recombination is not necessarily simply
proportional to the excess carrier density, but may depend on it on a rather compli-
cated form. A more general definition of carrier lifetime that also considers injection
dependency is then given by [158]

τ (∆n) = −∆n(t)
d∆n(t)

dt

. (4.4)

Carrier lifetimes are sometimes discussed in terms of an average length, that an excited
carrier travels before it recombines. This length is called diffusion length LD and is
given by

LD =
√

Dτ, (4.5)

where D is the diffusion coefficient which is related to the carrier mobility µ via the
Einstein relation

D =
µkBT

q
. (4.6)

The discussion of recombination phenomena in terms of the diffusion length is some-
times preferred since it allows to compare the physical device dimensions (lengths,
widths, thicknesses, spacings, etc.) to this quantity, and to draw conclusions based on
this comparison. For silicon a typical diffusion length is around 100 µm corresponding
to about 10 µs lifetime at room temperature, but this strongly depends on the material
quality.

Recombination Mechanism

To compute the total net recombination rate Rtot every single channel for recombi-
nation / generation has to be considered (clarify Fig. 4.1) which can be listed as:

(a) Direct Recombination
Direct (band-to-band) recombination is a vertical transition in the band-diagram
since the momentum of the emitted photon is much smaller than the typical
momentum associated to horizontal transitions in the band-diagram. It is the
opposite process of light absorption as shown in Figure 2.3. Since this transition
necessitates the presence of an electron as well as a hole the direct recombination
rate is typically modeled according to [159]

Rdirect = B(np − n2
i ), (4.7)
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Figure 4.1. Schematics of different recombination mechanism. An electron from the con-
duction band (blue) may recombine with a hole in the valence band (red) via: a) Direct
recombination is a vertical transition in the band-diagram and a photon is emitted conserv-
ing the energy. b) In the SRH theory electrons recombine with holes via trap states in the
bandgap (trap-mediated recombination). c) Auger recombination involves three particles:
Here an electron-electron-hole (eeh) process is shown, where the momentum for the transition
is transferred to a second electron.

where B is the direct recombination coefficient which depends on the tempera-
ture T. For indirect bandgap semiconductors, like silicon, the direct recombination
rate is typically low compared to the other two. This can be seen in Fig. 4.2, where
this rate is lowest at any bulk doping. The corresponding direct recombination
carrier lifetime τdirect is highest, however, the overall lifetime is dominated by the
lowest lifetime component.

(b) Defect-mediated SRH Recombination
This was already discussed in Section 3.2 and is given by Equation (3.18).

(c) Auger Recombination
Auger recombination is a non-radiative process where an electron from the con-
duction band annihilates a hole from the valence band and the conservation of
momentum is provided by a transfer of moment to a third particle (electron or
hole). The process is then either referred to as eeh (two electrons, one hole) or ehh
(one electron, two holes) process, and the recombination probability is therefore
dependent on the carrier concentrations according to n2p or p2n, respectively [160].
Typically it is computed with the Auger coefficients Cn and Cp according to [161]

RAuger = Cn(n2p − n2
0p0) + Cp(np2 − n0p2

0). (4.8)

It should be mentioned, that combinations of these mechanism might also occur,
e.g. Auger transitions can also be assisted by carrier-scattering mechanisms such
as electron-phonon coupling [162] or involve impurities [163]. The conventional
modeling of Auger recombination, i.e. Equation (4.8), is found to fail at low
free carrier densities, which can be attributed to Coulomb interactions of the
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mobile charge carriers [164]. An often employed modeling approach by Richter
et al. includes this effect by Coulomb enhancement factors for the eeh and ehh
processes [165].

In Fig. 4.1 schematics in the band-diagram for the individual recombination chan-
nels are shown. Radiative recombination is drawn for a direct bandgap material in that
figure, since it is typically a negigible component in indirect bandgap semiconductors.
The other two mechanisms, i.e. SRH and Auger recombination, in Fig. 4.1 drawn for an
indirect bandgap material are, however, also well present in direct bandgap materials
and compete with radiative recombination.
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Figure 4.2. Recombination rates and corresponding lifetimes in p-type silicon. The combined
recombination rate R and the minority carrier lifetime τ0 (∆n = 1013 cm−3) is depicted
versus the bulk acceptor concentration NA. Auger recombination is modeled after [160], and
direct recombination after [166]. SRH recombination is modeled after Equation (3.18) with
τn0 = τp0 = 100 µs, which are typical values for high-purity silicon layers [167]. The trap is
assumed to be mid-gap ET = Ei. Originally published in [PSJ2].

It should be noted that the discussed recombination rates (Equations (3.18), (4.7)
and (4.8)) account for net recombination, that is the rate of recombination or generation
toward equilibrium. At finite temperatures recombination and generation are presented
even in the case of equilibrium, given by the equilibrium recombination rate R0 and
generation rate G0, which are equal and therefore the net rate is 0 (the principle of
detailed balance holds for every of the discussed sub-process). In the equilibrium case
the above stated net rates will be vanishing as RX(n=n0, p=p0) = 0 for any of the
three processes X, as can be easily seen by observing the stated formulas. In Fig. 4.2 the
above listed recombination rates are plotted as a function of the doping concentration
in p-type silicon. As can be seen, direct recombination is a negligible component for
any bulk doping. This is a direct consequence of the band structure of silicon, where an
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indirect bandgap leads to inefficienct direct recombination because of the conservation
of momentum. Due to the same reason and as discussed in Section 2.2, also the opposite
process, i.e. direct absorption of light is a rather inefficient process in indirect bandgap
materials. Considering SRH and Auger recombination, it can be seen that at low bulk
doping the SRH component dominates whereas at high bulk doping (transition at about
1017 cm−3 in Fig. 4.2 ) Auger recombination dominates. A distinction between the above
listed recombination channels is important to correctly interpret lifetime measurement
data. For example, for a measured lifetime in the high doping regime, one needs to
correctly identify Auger recombination as dominant mechanism, since an estimation of
trap densities according to the SRH recombination rate would lead to an overestimation
in that case.

Surface Recombination and Effective Lifetimes

In addition to recombination in the bulk, recombination at surfaces can decisively
influence the measured carrier lifetimes. As was already discussed in Section 3.2.2
surface and interface recombination can be described with the SRH theory. In a one-
dimensional approach the effect of surface recombination at the left (front) and right
(back) boundaries of the domain can be modeled by an effective lifetime [168]:

1
τeff

=
1
τ0

+
1
τs

, (4.9)

where τs is called the surface lifetime. Considering an initial distribution of excess
carriers ∆n(x, t) according to

∆n(x, t=0) ∝ exp{−x}, (4.10)

a front-surface recombination velocity S1 and a back-surface recombination velocity
S2, a general solution to the continuity equation can be found (by the technique of
separating the variables), which has the form of [169, 170]

∆n(x, t) = e−
t
τ

∞

∑
n=1

Ane−α2
nDt sin (αnx) + Bne−β2

nDt cos (βnx) , (4.11)

where the coefficients An and Bn are determined by the initial conditions ∆n(x, t = 0)
whilst the coefficients αn and βn are determined by the boundary conditions S1 and
S2. When using Equation (4.11) to calculate a position averaged carrier lifetime, odd
modes (sinus terms in the sum) vanish when performing a depth integration [170] and
the carrier lifetime can be calculated in terms of characteristic modes m

1
τeff,m

=
1
τ
+ β2

mD, (4.12)
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where typically just the first mode is considered since it is the dominating compo-
nent2 [169]

1
τeff

=
1
τ
+ β2D, (4.13)

where β ≡ β1 was used. As mentioned above, β is related to the boundary conditions
and domain length tx via [171]

cot(βtx) =
β2D2 − S1S2

βD(S1 + S2)
, (4.14)

which has no explicit solution but needs to be solved numerically. It should be men-
tioned that the assumption of an initially exponential spacial distribution (Equation 4.10)
is typically justified, since in most carrier lifetime experiments excess carriers are created
via electrical (forward biasing a pn-junction) or optical injection. In both cases carrier
densities in the quasi-neutral region can be assumed to exponentially decay into the
material (see for example Section 2.2.2). In Fig. 4.3 the effective lifetime is plotted as

Figure 4.3. Effective electron lifetime τn,eff as function of surface recombination velocities S1

and S2 for a bulk lifetime of τ = 100 µs according to Equation (4.13) and (4.14). The effective
lifetime is maximal (max τn,eff = τ) for low surface recombination velocities (lower left corner)
and the plot is symmetric with respect to the x = y diagonal.

function of the surface recombination velocities. The lower left and upper right regions
of this plot correspond to the special cases of same and very low surface recombina-
tion velocities and same and very high surface recombination velocities. In these cases
explicit solutions to the problem are known [172]

lim
S1=S2≫βD

1
τs

=
π2

t2
x

D (4.15a)

2β1 is the smallest of the βm and therefore τeff,1 the longest of the τeff,m. Consequently, higher order
modes die out more rapidly and after some characteristic time the solution can be represented by a single
exponential [169]
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lim
S1=S2≪βD

1
τs

=
2S
tx

(4.15b)

Interestingly, in the high surface recombination limit the solution becomes independent
of the surface recombination velocity itself and becomes a function of the domain size
only.

4.1.2 Current-Voltage and Capactiance-Voltage Characteristics

Various methods for the extraction of minority carrier lifetimes have been proposed
in the literature. The majority of these methods is based on transient measurements,
such as reverse recovery [173, 174, 175], open circuit voltage decay [176, 177], or the
pulsed MOS capacitor technique [178, 179, 180]. Additionally, optical measurement
techniques are frequently utilized to extract carrier lifetimes [155], which are often
based on measured current or voltage transients after optical excitation, such as the
photo-conductance decay method [181]. These methods are known to give reliable
results but require additional optical tools which increase the experimental efforts.
However, it is well known, that minority carrier lifetimes can also be extracted using
cIVCV measurements, which do not require transient measurements or a special setup
and can therefore be routinely utilized. Nonetheless, some of the proposed methods
rely on approximations and simplifications that do not necessarily hold for every real
device.
Therefore, the basic theory for the I-V and C-V relations in pn-junctions is reviewed,
and accurate extraction procedures for the generation and recombination lifetime are
discussed in detail in the subsections below. The basic equation describing a pn-junctions
current-voltage characteristic was derived by Shockley in 1949 [45]. Shockley’s diode
model (often referred to as diffusion model) was later, in 1957, complemented by
Sah, Noyce and Shockley to account for the generation and recombination of carriers
from generation-recombination centers in the space charge region of a p-n junction
(SNS model) [46]. Different approximations for the generation/recombination current
can be found in literature, as well as lifetime extraction methods, relying on those
approximations. In this section, it is shown how to accurately extract generation and
recombination lifetime from cIVCV measurements. The results are benchmarked against
computer simulations based on the drift-diffusion model and measurement results in
Section 5.1.

PN-Junction Current Components

The total pn-junction current density j consists of a diffusion current density jd
and a generation/recombination current density jU3. Neglecting the device’s series

3In Section 3.3, where the influence of defects on the dark current was discussed, this quantity was
introduced as jg. In this section this quantity is more globally named jU since it is discussed in the forward
(net recombination) as well as reverse (net generation) bias regime. The net recombination rate U = R− G
is positive for recombination and negative for generation.
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resistance the current density j can be calculated via

j = jd + jU = jd0

�
exp

�
qV
kBT

�
− 1

�
+ jU, (4.16)

where jd0 is the diffusion saturation current. It should be noted that the current density as
introduced by Equation 4.16 scales directly with area. For devices with a non-negligible
component from the perimeter (mostly surface effects) a separation between area and
perimeter component should be performed [182].

(a) Diffusion Current Density jd0

Within the depletion approximation and assuming 1D constant doping profiles
(acceptor doping concentration NA on the p-side and donor doping concentration
ND on the n-side) jd0 is given by [45]

jd0 = qn2
i F


1

NA

�
Dn

τn
+

1
ND

�
Dp

τp

�
, (4.17)

where τn(p) is the electron (hole) minority carrier lifetime and F a correction factor
accounting for finite device lengths [183]. An important limit of Equation 4.17
is the case of strongly asymmetric doping (NA ≪ ND or vice versa NA ≫ ND)
where the sum gets dominated by the lower doped side.

(b) Generation / Recombination Current Density jU

The space charge region generation/recombination current jU can be calculated
by integrating the net recombination rate along the depletion zone W = W2 − W1:

jU = q

 W2

W1

U dx , (4.18)

where the recombination rate U can be calculated according to SRH theory, i.e.
Equation 3.18 for single defect dominated recombination. Next, different analyt-
ical approximations of this integral in the forward and reverse bias regime are
discussed.

PN-Junction Capacitance and Depletion Width

According to the simple model of a parallel-plate capacitor with area A the voltage
dependent junction capacitance C(V) is related to the depletion width W via

C(V) =
ϵSiA

W(V)
. (4.19)
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Therefore, a measurement of C(V) allows for simple experimental extraction of the
voltage-dependent depletion width W(V). It should be noted that (4.19) neglects the
diffusion capacitance, which is a valid assumption in the reverse bias and small forward
bias regime but may fail at strong forward biases [184]. Commonly, the C-V measure-
ment of the pn-junction is used to extract the voltage-dependent width of the depletion
region W(V), which is then used in conjunction with I-V measurements to extract
lifetime parameters. In the following subsection, approximations to derive the lifetime
extraction equations in the reverse and forward bias regime are discussed.

Lifetime Extraction with Combined I-V and C-V Measurements

(a) Reverse Bias Regime

The reverse bias extraction method (RM) [185, 186] relies on a widely used approx-
imation of the SRH recombination rate in the reverse bias regime

U ≈ − n2
i

τ0(n1 + p1)
= −ni

τg
, (4.20)

where τ0 is the minority carrier recombination lifetime. In Equation (4.20) the
generation lifetime τg was introduced as

τg = 2τ0 cosh
�

ET − Ei

kBT

�
. (4.21)

The minus sign in Equation (4.20) indicates net generation in the depletion zone.
Since Equation (4.20) is independent of the integration variable x in Equation (4.18),
jU can be straightforwardly calculated by multiplying with the depletion width W

jU =
−qniW

τg
(4.22)

and the total current density for a larger reverse bias can then be written as

j = −jd0 − qni

τg
W. (4.23)

Consequently, the reverse current density −j is expected to rise linearly with W,
and a linear fit of −j versus W allows to extract τg and jd0.

As can be seen in Fig. 4.4, Equation (4.20) is indeed an accurate approximation
for R. However, R is not constant along the full depletion width W but rather
along some effective width Weff. For an abrupt junction and ND>>NA, Weff can be
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approximated via [187, 188]

Weff(V) ≈ W(V)−
�

2ϵSikBT
q2

�
1

NA
log

�
NA

ni

��
. (4.24)

Therefore, higher accuracy can be achieved by fitting the current density j in
Equation (4.23) against Weff instead of W to correct for the otherwise present
overestimation of the effective generation width. It should be noted that Weff and
W differ by a constant offset meaning the correction will only affect the extracted
value of jd0 not τg. However, as outlined in Reference [189], a correction according
to Equation 4.24 might still lack accuracy and in Reference [189] a more advanced
formula for Weff is presented. For the purpose of this work, however, the method is
used to extract τg only, where good extraction accuracy is achieved even without
any correction. Nevertheless, the correction via Equation (4.24) improves the
accuracy of the extracted value for jd0. For a more reliable extraction of jd0 a direct
fit in the forward bias regime according to the two-diode model (TDM) can be
performed as is presented in the following section.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
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×1011
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Figure 4.4. TCAD simulation results of the generation rate in the depletion zone
in a reverse biased pn-junction. Details and models of the simulation are shown in
Section 5.1. Plotted is the net recombination rate U versus position x for different values
of the applied reverse voltage Vr and simulation data with lifetime τ0 = 100 µs and
ET − Ei = 0.15 eV. The dashed vertical lines indicate the depletion width W, the solid
vertical lines the effective width Weff (Equation 4.24). The black horizontal line marks
the approximation, Equation (4.20). The negative values of the net-recombination rate
U = R − G indicate generation. Originally published in [PSJ3].

(b) Forward Bias Regime

A lifetime extraction method in the forward bias regime, that allows for a simu-
latenous extraction of τ0 and τg was presented in Reference [182]. However, in this
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work a correction scheme to get improved and more accurate results is proposed.
The basic idea is to find a suitable way to accurately calculate the position depen-
dent recombination rate U(x) within the depletion zone, and then to calculate the
recombination current via integrating over it with respect to the position x.

(b1) Derivation of Lifetime Extraction Equation
The starting point is the recombination current, Equation (4.18), with the full
expression for the SRH recombination rate:

jU = q

 W2

W1

USRH(x)� �� �
1
τ0

n2
i

�
exp

�
qV
kBT

�
− 1

�
n(x) + p(x) + 2ni cosh

�
ET−Ei

kBT

� dx, (4.25)

where the simplification τn0 = τp0 = τ0 was used. The exact integral in (4.25)
can not be solved analytically, however, the integrand shows a maximum
Umax [190]:

Umax =
1

2niτ0

n2
i

�
exp

�
qV
kBT

�
− 1

�
exp

�
qV

2kBT

�
+ cosh

�
ET−Ei

kBT

� . (4.26)

Via Equation (4.26) an upper limit jU,max = WUmax can be defined, whereas
the exact value of jU is given by:

jU = W

Uavg� �� �
1

W


 W2

W1

U(x)dx =
jU,max

fU
, (4.27)

with Uavg < Umax and fR > 1. In (4.27) fR is introduced as the ratio between
jU and jU,max (or equivalently Uavg and Umax). Equation (4.25) is then given
by

jU =
qni

2τ0 fR

�
exp

�
qV
kBT

�
−1

�
W

exp
�

qV
2kBT

�
+ cosh

�
ET−Ei

kBT

� . (4.28)

Defining the saturation bulk recombination current density jrb0 as

jrb0 =
j�

exp
�

qV
kBT

�
− 1

� − jd0, (4.29)

the following relation can be derived:

qniW
jrb0 fU

= 2τ0 exp
�

qV
2kBT

�
+ τg. (4.30)

The basic methodology to extract lifetimes based on Equation (4.30) is to
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plot qniW
jrb0

against 2 exp
�

qV
2kBT

�
and perform a linear regression to extract τ0

(slope) as well as τg (intercept). It should be noted that the correction factor
fU was not considered in Reference [182] which might lead to an enormous
overestimation of the extracted lifetime (see Tab. 5.3 in Section 5.1.3). There-
fore, the results without correction might serve as upper bounds for the
extracted lifetime parameters but can deviate from the real values. How-
ever, in the next section, it is outlined how the results can be analytically
corrected for this overestimation. Fig. 4.5 shows a plot of recombination
rate R versus position x within the depletion width for TCAD simulations
with τEPI = 10 µs. One can see that jU,max considerably overestimates jU.

Figure 4.5. TCAD simulation results of the recombination rate in the depletion
zone in a forward biased pn-junction. Details and employed models of the sim-
ulation are shown in Section 5.1. Plotted is the net recombination rate U versus
position x for 4 different values of the forward bias exp

�
qV

2kBT

�
of the simula-

tion data with lifetime τ0 = 100 µs and ET − Ei = 0.15 eV. Originally published
in [PSJ3].

(b2) Analytical Correction
In the forward bias regime the recombination R is peaked at the plane x = x0,
where p = n (see also Fig. 4.5) and the electric field is at its maximal value
F0 [191]

F0 =

�
kBTNA

ϵSi

�
2 log

�
NA

ni

�
− eV

kBT

�
. (4.31)

In the vicinity of this plane, the carrier concentrations can be calculated via a
first-order expansion in the electrostatic potential [191, 192]

n(p) = ni exp
�

eV
2kBT

�
exp

�±qF0(x − x0)

kBT

�
, (4.32)

where the positive sign in the exponent refers to electrons and the negative
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sign refers to holes. Substituting Equation (4.32) into Equation (4.25) yields:

jU =
qni

�
exp

�
qV
kBT

�
−1

�
2τ0exp

�
qV

2kBT

�

 W2

W1

1

cosh
�

qF0(x−x0)
kBT

�
+ β

dx, (4.33)

where β was introduced as

β = cosh
�

ET − Ei

kBT

�
exp

�−qV
2kBT

�
. (4.34)

Since the integrand in Equation (4.33) is sharply peaked and decreases to-
wards zero rapidly (see also Fig. 4.5), the integration limits W1 and W2 can be
extended to ±∞, allowing the integral, Equation (4.33), to be solved analyti-
cally [193]

jU =
qni

2τ0

�
exp

�
qV
kBT

�
− 1

�
Vt/F0 fb(β)

exp
�

qV
2kBT

� , (4.35)

where Vt is the thermal voltage

Vt =
kBT

q
, (4.36)

and the function fb(β) is given by

fb(β)=

 ∞

−∞

1
cosh x+β

dx=

��������
2 log

�
β+

√
β2−1

�
√

β2−1
ifβ≥1

4 arctan


β−1√
1−β2

�
√

1−β2
if β<1

. (4.37)

Considering Equations (4.27)-(4.35) the correction factor fR can be calculated

fR =
WF0

Vt fb(β)(1 + β)
. (4.38)

This correction factor accounts for the overestimation of the current density,
Equation 4.33, if the actual integrand USRH(x) is approximated by Umax and
is visually given by the ratio of the rectangular area to the area below the
peaked curve in Fig. 4.5. Consistent with the results presented in Tab. 5.3 the
correction factor does not depend on the lifetime τ0, however, it depends on
ET via Equation (4.34).
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Extract uncorrected
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Figure 4.6. Flow-chart of the cIVCV correction scheme.
Originally published in [PSJ3].

Therefore an iterative correction scheme which as shown in Fig. 4.6 is pro-
posed. First, the linear fit, using Equation (4.30), without correction, i.e.,
fR = 1, is made to extract τinit

0 and Einit
T . Then the correction factor, given by

Equation (4.38), is computed and the fit is repeated with fR = fR(Einit
T ). This

procedure is repeated until convergence is reached, where a convergence
criterion such as Ei

T − Ei−1
T < δ can be defined, where Ei

T is the extracted trap
energy of the i-th iteration and δ a small energy difference, e.g. δ = 1 meV.
Finally, it should be mentioned that the extracted trap energy can just be
estimated as absolute distance to the intrinsic energy, i.e. |ET − Ei|, because
of the even symmetry of the cosh(x) function.

(b3) Extraction of Diffusion Current Density

In Equation (4.29) jd0 needs to be subtracted. Therefore, the extraction of this
parameter is discussed next. For a forward bias larger than ≈ 0.25 V and
considering the diode area A and series resistance Rs the forward current of
a pn-junction can be well described by a two-diode model (TDM) [194]

j = jd0 exp
�

q(V − jARs)

kBT

�
+ jr0 exp

�
q(V − jARs)

2kBT

�
. (4.39)

The TDM consists of a diffusion-dominated diode with ideality factor 1 and
a recombination-dominated diode with ideality factor 2. Equation (4.39) is
implicit in j, still, it can be easily fitted to measurement/simulation data with
numerical routines. Therefore, the extraction of jd0 via minimizing residuals
of measurement/simulation data to the model Equation (4.39) on a log scale
is proposed. This procedure has led to the most reliable results compared to
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other methods such as the reverse method (fit to Equation (4.23)) presented
above or the forward bias separation method [194].

4.1.3 Open Circuit Voltage Decay (OCVD)

The OCVD technique [176, 177] has been proposed to determine minority carrier
lifetimes in junction devices and relies on measuring the voltage decay across the
junction after excitation at forward bias. A schematic circuit drawing can be seen in
Fig. 4.7, and the method works as follows: For the period t < t0 the pn-junction is
forward biased by a voltage Vf (leading to the forward current If). At t0 the circuit
is opened using a switch and the open voltage decay from Voc = Vf to Voc = 0 is
recorded. It should be noted, that a high input impedance of the voltage acquisition
unit is required as otherwise the leakage current into the measurement system would
dominate and distort the extracted lifetimes. From the data, the first-order effective
carrier lifetime F(t) can be extracted using

F(t) = −n
kBT

q

�
dVoc

dt

�−1

, (4.40)

where n is the ideality factor of diodes, with typical values between 1 and 2 [195].
Equation (4.40) can be derived considering that the electron concentration n(t) of an

t = t0

−
+

Vf

If

V

If t = t0

−
+

Vf

I

R

−
+
Vr

a) b)

Figure 4.7. Schematic circuit diagrams for the a) open circuit voltage decay (OCVD) and b)
reverse recovery (RR) measurement method. For t < t0 a forward voltage Vf drives a current
If through the device under test. At t = t0 the position of the switch is changed and the
voltage (OCVD) / current (RR) across / through the diode is recorded. Originally published
in [PSJ2].

n+/p junction at the edge of the depletion region on the lower doped p-side is related
to the voltage across the junction V(t) via the Shockley relation

n = np0 + ∆n(t) = np0eqV(t)/(kBT). (4.41)
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After excitation, i.e. at t = 0, the electron concentration ∆n(t) returns to equilibrium
governed by an exponential time constant given by the effective carrier lifetime τeff [196]
(see also Equation (4.11) and subsequent discussion)

∆n(t) = ∆n0e−t/τeff = np0

�
eqV0/(kBT) − 1

�
e−t/τeff (4.42)

and hence by combining Equations (4.41) and (4.42) a relation for the open circuit
voltage can be derived

V(t) =
kBT

q
ln

�
1 +

�
eqV0/(kBT) − 1

�
e−t/τeff

�
. (4.43)

Finally, for t/τeff being small and for V0 ≫ kBT/q the derivative of Equation (4.43)
is given by Equation (4.40), allowing for an extraction of lifetime via measuring the
voltage decay [177]

F(t) ≈ τeff. (4.44)

Depending on the measurement period, the assumption t/τeff being small might be
violated at some point during the measurement, and hence V(t) might not decay linearly
any more. Additionally, circuitry parasitics may lead to a deviating voltage decay [197].
However, it can be shown, that F shows a constant plateau immediately after opening
the circuit which allows to extract τeff [198]. This plateau is visible in the measurement
and simulation results discussed in Section 5.1.4.

4.1.4 Reverse Recovery (RR)

The reverse recovery method also allows for the extraction of carrier lifetimes by
transient I-V measurements on junction devices [173, 174, 175] and a schematic of the
circuitry is given on the right hand side of Fig. 4.7. For t < t0 a forward voltage Vf is
applied resulting in a forward current If. At t = t0 the voltage across the pn-junction is
switched from a forward to a reverse bias. Before the diode is able to block the current
flux, minority carriers are still in place that must be removed. These minority carriers
will result in an initial reverse current Ir, that will in the first stage remain constant
until the excess carrier density at the edges of the space charge region has decreased to
zero, which takes place within the storage time ts. Afterwards, the reverse current will
approach its equilibrium value I0 [155]. The forward current If, reverse current Ir and
storage time ts are related to the effective minority carrier lifetime τeff via [199, 200]

ts = τeff

�
ln
�

1 +
If

Ir

�
+ const

�
, (4.45)

which allows for the extraction of τeff.
In theory, the reverse current after excitation Ir without any load resistor in the circuit,
(i.e. with R = 0 according to Fig. 4.7), is infinitely high, corresponding to zero device
under test (DUT) resistance, i.e. RDUT = 0 [196]. Therefore, Ir in the storage phase
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(0 < t < ts) is governed by the parasitic and circuitry resistance and can be set with the
external resistor Ir = Vr/R.

4.2 Determination of Defect Parameters

Whilst the previously presented methods of lifetime characterization and extraction
allow for an indirect estimation of defect parameters, based on the assumption of SRH
dominated lifetimes, direct defect spectroscopy methods are discussed in this section.

4.2.1 Deep Level Transient Spectroscopy (DLTS)

DLTS, as one of the most utilized electrical defect spectroscopy methods, was
introduced and termed by Lang in 1974 [150]. The basic idea is to measure the emission
of charge carriers from trap states into the bands via observing the corresponding
change in capacitance of a pn-junction. The rates at which carriers are captured or
emitted from trap states to the bands were discussed in terms of the SRH model in
Section 3.2.2 and for the NMP model in Section 3.2.3.

n+ depletion zone p

empty traps filled traps

V0

Vp

V0

a) base
equilibrium

b) pulse
equilibrium

c) DLTS
transient

time

C0

Cp

ca
pa

cit
an

ce

Figure 4.8. Schematics of a DLTS sequence in a pn-junction. Because of the asymmetric doping
the depletion zone is almost entirely located in the lower doped p-side. In the base equilibrium
state (reverse voltage V0 applied) trap states in the depletion zone can be considered empty of
holes and trap states in the QNR can be considered filled with holes. When the pulse voltage
Vp is applied for a long enough time (pulse equilibrium) the depletion zone gets narrower
(the capacitance gets higher, i.e. to Cp) and previously empty traps get filled. Upon returning
to the base voltage, charge carriers filling the traps are re-emitted leading to a DLTS transient.

Considering an n+/p junction, as sketched in Fig. 4.8 the capacitance C is given by the
net charge density on the lower doped side Nsrc via

C(t) = A
�

qϵ

2

�
Nscr(t)
Vbi − V

, (4.46)

where ϵ is the material-specific dielectric constant and Vbi the pn-junction built-in
voltage. The net charge density Nsrc is in principle given by the density of ionized
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acceptor atoms N−
A . However, in the presence of holes being in trap states it is reduced

according to
Nsrc(t) = N−

A − pT(t). (4.47)

The basic idea of the DLTS is to first fill trap states by applying a filling pulse (with a
zero or forward bias to the diode) such that

pT(t = 0) ≈ NT, (4.48)

and then to return to a reverse bias while measuring the capacitance transients

C(t) ≈ C0

�
1 − pT(t)

2NA

�
. (4.49)

To derive Equation (4.49), parameters are summarized by the constant C0 and it is con-
sidered that the trap densities are typically much lower than the doping concentrations
NT ≪ NA and hence a first order expansion may be used�

1 − pT

NA
≈ 1 − pT

2NA
. (4.50)

Finally, for the time-dependency of the emission pT(t), it has to be considered that
trap-emitted holes are in the depletion zone and will be swept out fast by the strong
electric field, minimizing the change of re-capturing and therefore [155]

pT(t) = NT exp{−tkc} = NT exp
�
− t

τe

�
, (4.51)

with the emission time constant τe = 1/kc given by Equation (3.16), such that

	C =
C(t)− C0

C0
=

∆C(t)
C0

= − NT

2NA
exp

�
− t

τe

�
, (4.52)

where the normalized capacitance was introduced as 	C. The essence of this technique,
is to extract the emission times τe via Equation (4.52) at multiple temperatures to exploit
their strong temperature dependency in the Arrhenius relation

τeT2 =
1

γpσp
exp

�
ET − Ev

kBT

�
, (4.53)

where the temperature-independent parameters of kc are incorporated in the material
constant γp.

Distinction Between Trapped Majority and Minority Carriers

The DLTS relations stated above were discussed in terms of trapped majority
carriers. The very same relations can be derived for minority carriers, with the one main
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difference, that the charge related to trapped carriers in Equation (4.47) has the opposite
sign. In that case the leading sign of the exponential in Equation (4.52) changes allowing
a distinction between trapped majority and minority carriers. This is schematically
drawn in Fig. 4.9. It should be noted, that the curve forms for majority and minority
carrier related trapping are not inherent to the n+/p configuration used to derive and
demonstrate the DLTS relations in this section but are the very same for the opposite
configuration, i.e. carriers being trapped in the lower doped n-type side of a pn-junction.

V0
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vo
lta

ge pulse base pulse base

time

C0

ca
pa

ci
ta

nc
e

Figure 4.9. Distinction between majority (blue) and minority carrier (red) traps in a DLTS
sequence. (upper) The voltage is varied between the levels V0 and Vp. (lower) Majority (blue)
and minority carrier (red) trap-related capacitance transients can be distinguished by the
leading sign of the exponential.

Extraction of Time Constants

The extraction of time constant of DLTS capacitance transients, given by Equa-
tion (4.52), is a challenging task considering the measurement noise floor and that
typically NT ≪ NA and hence ∆C/C0 ≪ 1. Therefore Lang proposed the boxcar ap-
proach, where the difference in capacitance ∆C = C(t2)− C(t1) at two time stamps t1,
t2 is evaluated at multiple temperatures [150]. This extraction procedure is schematically
drawn in Fig. 4.10 (right side plot). The basic principle is, that ∆ 	C(T) is expected to
have a maximum 	C∗ at the temperature T∗, which relates the emission time constant
at T∗ to the chosen timestamps t1 and t2. This rate window formula is shown as inset
in Fig. 4.10. It is important to note, that the double boxcar approach, as sketched in
Fig. 4.10 was done in the early days of DLTS in an analog fashion [201]. In nowadays
experimental setups, capacitance transients are mostly recorded digitally, allowing the
DLTS analysis to be done in the post-processing. Furthermore, to get better resolution
performance, instead of using the capacitance difference at single timestamps, different
weighting functions, such as the boxcar average or square wave weighting function,
may be used, that make use of the whole measurement data [202]. Another, more recent,
approach to extract time constants from the measured capacitance transients is Laplace
DLTS, where the emission time constants are extracted by applying the inverse Laplace

72



4.2. DETERMINATION OF DEFECT PARAMETERS

emission rate s

La
pl

ac
e

co
effi

ci
en

t
F

s

t1 t2
time t

ca
pa

ci
ta

nc
e

N C

NC(t2)− NC(t1)

T ∗

Te
m

pe
ra

tu
re

T

	C =
� smax

smin
Fse

−t∗sds
Laplace DLTS←−−−−−−−−− DLTS transients

Boxcar DLTS−−−−−−−−→ s(T ∗) = log (t2/t1)
t2−t1

Figure 4.10. Extraction of emission time constants. The measured DLTS capacitance transients
(middle) can be analysed by means of the Laplacian method (left) or the conventional
boxcar approach (right). For Laplace DLTS the measured capacitance transients C(t) are de-
convoluted into the emission spectra via the inverse Laplace transform s(T∗) = L−1( 	C(T∗)).
In the double boxcar approach the capacitance difference ∆ 	C = 	C(t2)− 	C(t1) is evaluated
at multiple temperatures and the rate s, at temperature T∗ where ∆ 	C(T∗) is maximized, is
given by s(T∗) = log (t2/t1)/ (t2 − t1).

transform to the measured signal [203], as indicated in the left side plot of Fig. 4.10.
However, this procedure is a mathematically ill-posed problem, and the numerical
solution requires advanced computational methods [204], which is one of the reasons
for the rather late breakthrough of this method compared to the conventional ones. One
major difference is the fact that, with the conventional extraction procedures (boxcar or
different weighting functions) capacitance transients at multiple temperatures have to
be measured, whilst for the Laplace DLTS in principle emission times can be extracted
out of a single temperature measurement. For an extraction of defect parameters by
a linear fit in the Arrhenius relation, i.e. Equation (4.53), however, extracted emission
times at multiple temperatures are needed anyway.

4.2.2 Injection-Dependent Responsivity Measurements (IDRM)

As has been mentioned previously, the SRH recombination rate is injection-dependent.
The basic idea of the injection-dependent responsivity (IDR) extraction is to exploit
the injection-dependency of (interface) defects to infer information about the defect
parameters. Basically, defect parameters are fitted to the measured responsivity as func-
tion of radiant flux R(Φ) by means of performing technology computer-aided design
(TCAD) simulations. The work-flow of the fitting procedure is shown in Fig. 4.11. After
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performing the measurement, defining the initial parameter set and parameter space
based on the information available in literature a TCAD device simulation is performed.
The simulation results are then compared to measurement results by computing the
corresponding residuals, and if the targeted tolerance is not achieved, the parameter
set is varied and the procedure is repeated. Different, well established, methods for
finding the minimum in the multi-dimensional parameter space may be used. In this
work the Nelder-Mead algorithm is employed [205]. Finally, it should be noted that the
extraction of defect parameters by means of injection-dependent lifetime measurements
is well established [206, 207, 208]. In this work, however, the methods are not applied
on lifetimes but rather responsivities, a photodiode quantity that is directly related to
lifetimes as was discussed in Section 3.3.

Measure intensity depen-
dent responsivity R(Φ)

Perform device simulation
with trap parameter set {Ti}

Compute
residuals r
r < tol ?

Vary {Ti}

Extracted {Ti}
yes

no

Figure 4.11. Extraction of defect parameters via minimizing simulation residuals to intensity
dependent resonsivity measurements.
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Chapter 5

Measurements and Simulations

In this chapter measurement and simulation results in the realm of defects within
photodetectors are presented. To support the observed experimental results as well as to
discuss them in further detail, measurements results are compared to TCAD simulations
in the studies presented.

First the methods as introduced in Chapter 4 are utilized to extract and infer lifetime
parameters in silicon epitaxial layer pn-junctions, where results have been published
in [PSJ2, PSJ3] and some passages have been quoted verbatim from these sources in
Section 5.1. As discussed in the previous chapters, typically the dominant lifetime-
determining mechanism in silicon photodiodes is trap-related SRH recombination.
Hence, a lifetime measurement allows for an estimation of trap parameters. However,
when dealing with lifetime on structures with limited thicknesses, such as the epitaxial
layer structures investigated in this work, special care has to be taken on the boundaries
of the domain under investigation, i.e. on the surfaces/interfaces of this epitaxial layer.
The results indicate a strong influence of the epitaxial layer to below-laying substrate
transition and therefore the correct interpretation of measured lifetime data on such
structures is not trivial, as discussed in this chapter.

Secondly defect characterization studies on deep-trench (DT) terminated epitaxial
layer pn-junctions are presented, where results have been published in [PSJ4, PSJ1, PSC1,
PSC2] and are partially quoted verbatim in Section 5.2. In these studies it is shown, by
means of experiments as well as TCAD simulations, that injection-dependent minority
carrier recombination at the DT sidewalls may lead to non-linear responsivities of the
corresponding DUT. Since fixed oxide charges as well as the charge associated to trapped
carriers at the DT sidewalls to silicon interfaces lead to a bending of the corresponding
bands with respect to the Fermi level, it is discussed and shown which conditions favor
recombination and lead to bad device performance, and inversely, which conditions
lead to optimized device performance. Finally, it is discussed and shown by means of
simulations as well as semi-analytical modeling, how a vertical MOSCAP structure may
be utilized to mitigate the problem of DT sidewall recombination and therefore achieve
improved device performance.
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CHAPTER 5. MEASUREMENTS AND SIMULATIONS

5.1 Lifetime Study of Silicon Epitaxial PN-Junctions

A well-defined and high minority carrier lifetime is a key enabler for high-performance
optoelectronic detectors. To verify the targeted carrier lifetime various experimental
methods, such as the ones presented in Chapter 4 (open circuit voltage decay (OCVD),
reverse recovery (RR) and cIVCV) have been proposed in the literature. However, the
extracted lifetimes can differ between the techniques, primarily due to geometric effects
such as the epitaxial layer thickness. To evaluate the quality of these methods dedicated
test structures, i.e., pn-junctions embedded in 20 µm epitaxial pp+ silicon wafers, are
characterized and the results are presented in this section. The collected measurement
results on such test structures are compared to TCAD simulations. To investigate the
influence of the electric field (associated with the lowly-doped epitaxial layer to the
highly doped substrate transition) on the extracted carrier lifetimes, simulations with
and without substrate are compared. A strong influence of this low-high transition
on the extracted parameters is observed. This effect can be modeled with an effective
surface recombination velocity associated to the low-high transition region as is shown
below.

5.1.1 Sample Description

The test structures used in this work have been fabricated within a 350 nm CMOS
process. As a start material, 14 Ω cm epitaxial p/p+ silicon wafers are used, and n+

implants are made to form the pn-junction of the optical diodes. The nominal resistivity
of the substrate material is 15 mΩ cm. The epitaxial layer is contacted with p+ implants
adjacent to the n+ region. The depth of the p+ and n+ regions is approximately 200 nm.
In Figure 5.1 the cross section of the devices is given and the corresponding parameters
are listed in Table 5.1. The width W stated in Table 5.1 is the extension of the pn-junction
in the direction perpendicular to the cross section in Figure 5.1.

Table 5.1. Device geometry and doping

symbol description value
W device width 1720 µm

tsub substrate thickness 725 µm
tEPI epitaxial layer thickness 20 µm
Lnp lateral n+ to p+ distance 0.6 µm
Ln n+ length 1260 µm

NA,EPI EPI layer boron concentration 7 × 1014 cm−3

NA,sub substrate boron concentration 4 × 1018 cm−3

NA,p+ p+ boron concentration ≈ 1019 cm−3

ND,n+ n+ phosphorous concentration ≈ 1019 cm−3
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p substrate

p EPI

n+p+ p+

tEPI

tsub

LnLnp Lnp

effec. recombination
velocity: S2

Figure 5.1. Schematic of the device cross section. The values of the parameters are summarized
in Table 5.1. p+ and n+ regions are contacted and the top surface is passivated with an SiO2

layer. The dashed horizontal lines marks the interface between the epitaxial layer and the
substrate where interface recombination is modeled with the effective surface recombination
velocities S2. The small rectangles on top of the structure indicate the contact placement
(red - anode, blue - cathode). The widths of the contacts as well as the lateral distance of the
contacts to the edge of the un-implanted regions are 400 nm. Originally published in [PSJ2].

5.1.2 Computer Simulations: Setup and Models

To ensure an accurate interpretation of the measurement results, computer simu-
lations based on the drift-diffusion model have been performed using the Sentaurus
Device simulator sofware provided by Synopsis. The simulated cross section is shown
in Fig. 5.1 and the placement of contacts is as described in the caption of Fig. 5.1. The
employed simulation models and parameters are summarized in Table 5.2. Meshing
towards the front surface is done as described in [209]. Front surface recombination
(used parameters see Tab. 5.2) is considered using the SRH interface recombination
model. However, a significant influence of this recombination mechanism on the ex-
tracted lifetimes was not observed. This result is not surprising as most of the front
surface is covered by the n+ and p+ contact implants, and therefore the un-passivated
front surface recombination area is very small (see Fig. 5.1 and compare Lnp versus
Ln according to Table I) in relation to the back surface. It should be noted that for the
simulations the energetic trap position of the trap-mediated SRH bulk recombination in
the epitaxial layer (see Equation (3.18), (3.14) and (3.17)) is fixed to Et − Ei = 0.15 eV,
as experimentally extracted on the test sample by the cIVCV method shown below.
The lifetimes τEPI for the epitaxial layer are systematically varied from 1 µs to 500 µs
to investigate their impact on the extraction methods. Furthermore, to investigate the
influence of the back surface and the associated back surface recombination velocity S2,
the simulations are repeated for a structure without highly doped substrate, that is the
lowly doped epitaxial layer covers the whole sample thickness of 745 µm.
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Table 5.2. Simulation models and parameters

name model parameters / values
Carrier statistics Fermi-Dirac

SRH (EPI) Eq. (3.18) τn0=τp0=τEPI, Et−Ei = 0.15 eV
SRH (substrate) Eq. (3.18) τn0=9 µs, τp0=5 µs, Et−Ei=0

Auger rec. after [160] Cn=2.8 × 10−31 cm6/s
Cp=9.9 × 10−32 cm6/s

Direct rec. after [166] B = 4.73 × 10−15 cm3 s−1

Band gap narrow. after [210] as stated in [210]
Mobility after [211] as stated in [211]

Front surf. rec. after [212, 213] Sn0 = Sp0=1000 cm/s
Qf=6 × 1010 cm−2, Et−Ei=0

Boundary conditions ideal Neumann boundary

5.1.3 Steady-State Simulations and Measurements

The I-V as well as C-V measurement and simulation data is shown in Fig. 5.2. As
can be seen, the simulated, as well as measured C-V curves do not vary a lot. However,
a significant dependence of the I-V characteristics on the epitaxial lifetime can be
observed. An increased value of absolute current for lower lifetimes can be explained,
considering that lower lifetimes (and hence increased trap densities) are associated with
a higher generation current component in the reverse bias and a higher recombination
component in the forward bias regime. Characteristic plots for the reverse method (RM)
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Figure 5.2. I-V and C-V measurements (symbols) and 2D TCAD simulation results (lines).
Originally published in [PSJ2].

and forward method (FM) are shown in Fig. 5.3. First, considering the RM, indeed a
linear relationship between the depletion width Weff and the reverse current density j
can be observed. The corresponding extracted values for the generation lifetime τg as
well as the diffusion saturation current density jd0 are presented in Tab. 5.3. The RM is a
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reliable approach for the extraction of generation lifetimes, where excellent accuracy is
achieved without any correction. However, the extraction of the diffusion saturation
current density jd0 with this method yields unreliable results even after a correction
by Equation 4.24. Just for the high lifetime case it seems that with this correction jd0

might be estimated accurately. In our work we use the TDM to extract jd0, which gave
better results. It should be noted that there are various publications on the extraction
of TDM parameters in the photovoltaic community [214, 215, 216, 217], however, the
extracted parameters may differ significantly between the different formulations of the
model as well as the extraction routines [218], yielding results that might be useful for
the purpose of modeling pn-junction currents but suffer from being physically unsound.
Typically, the accuracy of the models is measured and compared in terms of residuals.
In this work, however, the extracted values of jd0 are validated by a comparison to the
values extracted from TCAD simulations, where good agreement is achieved, see Tab.
5.3.
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Figure 5.3. RM (left) and FM (right) method employed on the cIVCV measurement and
simulation data. (left) The reverse current density j is plotted against the effective depletion
width Weff given by Equation 4.24. The markers show every 5th simulation and measurement
point and straight lines are the linear fits according to Equation (4.23). (right) Plot of qniW/jrb0

versus exp(qV/(2kBT)) and linear fit according to Equation (4.29) without correction, i.e.
fU = 1. Extracted parameters are shown in Tab. 5.3. Originally published in [PSJ2].

Comparing the results for the corrected and uncorrected FM in Tab. 5.3 it becomes
evident that a correction according to the proposed scheme or simulation results should
be performed to avoid erroneous results. It should be noted that, RM and FM measure-
ments can be performed in a single sweep. A combination of these methods is beneficial
because it allows comparing and verifying the extracted generation lifetimes τg. Unlike
the effective lifetime, which can be extracted by the transient methods presented in
the next section, the epitaxial layer lifetime extracted by the FM is not affected by the

79



CHAPTER 5. MEASUREMENTS AND SIMULATIONS

Table 5.3. cIVCV lifetime extraction results†

simulation extracted
RMcorr RMuncorr TDM FMcorr FMuncorr

τ0 τg ET jd0
a τg jd0 τg jd0 jd0 τ0 τg ET τ0 τg ET

10 3.1 0.15 6.7 2.9

measurement

1 0.31 0.15 53 0.29 120 0.29 -310 60 1 0.27 0.15 13 0.82 0.11

5 1.5 0.15 12 1.5 26 1.5 -59 13 5 1.4 0.15 62 4.1 0.11
14 2.9 -28 7.2 10 2.7 0.15 122 8.1 0.11

50 15 0.15 2.4 15 4.9 15 -3.6 2.5 47 14 0.15 601 40 0.11
100 31 0.15 1.9 29 3.7 29 -0.54 1.9 93 27 0.15 1187 80 0.11
500 150 0.15 1.5 140 2.8 140 1.9 1.5 434 130 0.15 5645 390 0.11

3.5 25 3.5 -9.9 4.7 13 3.5 0.15 171 11 0.11

† Results originally published in [PSJ2].τ0 is given in units of µs, τg is given in units of ms, ET is
given in units of eV with respect to the intrinsic energy Ei and jd0 is given in units of pA cm−2.

a jd0 (simulation) is extracted out of the simulation data by a fit of jd = j − jU to the model
equation jd = jd0(exp(eV/(kBT))− 1) in the voltage range −5 V to 0.3 V.

epitaxial layer thickness tEPI. To further investigate the (in-)dependency of the extracted
epitaxial layer lifetimes on tEPI, simulations without a substrate layer have been per-
formed. In that case, the epitaxial layer width is enlarged to cover the full device and no
epitaxial layer to substrate transition region is present. The results of these simulations
are shown together with the lifetime results of the RR and OCVD methods in Tab. 5.4. As
can be seen, the lifetimes extracted by the cIVCV method are similar for both structures
(i.e. with and without substrate, as described above), which is expected since with the
cIVCV method τeff is extracted, which is not affected by the interface.

5.1.4 Transient Simulations and Measurements

With the transient methods, OCVD and RR, effective lifetimes can be extracted.
Hence, the modeling of effective lifetimes is first discussed, considering the test structure,
as described in Section 5.1.1. Afterwards the measurement and simulation results are
presented and discussed.

Modeling of Effective Carrier Lifetimes

In Section 4.1.1 the modeling of effective carrier lifetimes (as extracted by the OCVD
and RR methods) in terms of surface recombination velocities was discussed (see Equa-
tions (4.13) and (4.34)). For the test structure investigated in this work, formed by heavily
counterdoping the front surface region of the epitaxial layer, and for negligible recombi-
nation effects in the heavily doped region, S1 becomes negligibly small compared to S2
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and Equation (4.34) reduces to [219, 220]

cot(βtEPI) =
βD
S2

. (5.1)

For a pn-junction S1 is determined by recombination effects in the heavily doped side
(in the test structure in this work, this is the n+ region), and can be computed according
to [221, 222]

S1 =
JE0

qn2
i

NB, (5.2)

where JE0 is the emitter saturation current density and NB the base (in this work anode)
doping. For the TCAD simulations, S1 was extracted according to Equation (5.2) (ex-
traction procedure according to Reference [223]) and it was found that S1 < 1 cm s−1.
In that case, S1 is much smaller than the typical values reported for S2 (recombina-
tion velocity at the epitaxial layer to below laying substrate interface), which are in
the order of 10 cm s−1 to 100 cm s−1 [168, 224, 225, 226]. In Fig. 5.4 the two modeling
approaches are compared, i.e., considering the back-surface only (S2 = 0) versus con-
sidering S1 = 1 cm s−1, both as a function of the back-surface associated recombination
velocity S2. In that figure, the region with typical values for S2 is shaded gray. As can be
seen, the modeling with S2 only appears justified without appreciable error, because of
the relatively small value of S1.
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Figure 5.4. Influence of front surface recombination velocity S1 on the effective lifetimes τeff

as function of back surface recombination velocity S2 for different lifetimes τ. The shaded
region marks typical values for S2.
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Transient Methods: Measurement and Simulation Results

The test structure, as described in Section 5.1.1, is investigated in terms of transient
measurements (OCVD, RR) where results are compared to TCAD simulations employ-
ing parameters and models according to Tab. 5.2. Plots for measurement results of the
OCVD method can be seen in Fig. 5.5, where the ideality factor n is extracted from
the I-V measurements, which are presented in Section 5.1.3. For the extraction of the
lifetime, F is plotted as a function of time on a log-log scale, where plateaus become
visible allowing for an extraction of the effective lifetime of τeff. For the measurement
data, this procedure yields an extracted lifetime τeff of about 10 µs.
RR measurements have been performed, with the circuitry as shown in Fig. 4.7, where
the series resistor R was set to 10 kΩ. A forward bias Vf is applied for 10 ms resulting in a
current If ≈ 0.6 mA. Afterwards the diode is switched to different reverse biases leading
to initial reverse currents Ir of approximately 0.15 mA to 0.45 mA. As can be seen in
Fig. 5.6 (right plot), the varied values in the reverse bias lead to different value pairs
of Ir and ts (fixed If). Plots of the linear fit according to the RR extraction equation, i.e.
Equation (4.45), can be seen in Fig. 5.6 (left plot). The extracted lifetime of the measured
data is τeff ≈ 9 µs.
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Figure 5.5. OCVD measurement and simulation result. (left) Open circuit voltage Voc versus
time t for measurements and TCAD simulations. The inset shows a zoom into the first 50 µs
after the switch has been opened. The significant difference between measurements and
simulations of Voc at times larger than about 1 ms can be attributed to parasitic effects [197,
227, 228]. (right) Extracted first order lifetime F versus time t. The dashed horizontal lines
indicate the extracted effective lifetime τeff. Originally published in [PSJ2].

The simulation results, as summarized in Table 5.4, indicate that for τEPI > 10 µs the
extracted OCVD and RR effective lifetimes become much lower than τEPI and thus an
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Figure 5.6. RR measurement and simulation result. (left) Open circuit voltage Voc versus
time t for measurements and TCAD simulations. The inset shows a zoom into the first 50 µs
after the switch has been opened. The significant difference between measurements and
simulations of Voc at times larger than about 1 ms can be attributed to parasitic effects [197,
227, 228]. (right) Extracted first order lifetime F versus time t. The dashed horizontal lines
indicate the extracted effective lifetime τeff. Originally published in [PSJ2].

extraction of τEPI via these methods becomes impractical. The reason for the considerable
discrepancy at high τEPI is the fact that due to the long diffusion length at high lifetimes
the influence of the epitaxial layer to substrate interface becomes more dominant.
Comparing the epitaxial diffusion lengths LEPI associated to the varied epitaxial layer
lifetimes τEPI, shown in Tab. 5.4, to the thickness of the epitaxial layer tEPI, that is
tEPI = 20 µm, one can see that lifetime deviations between τEPI and τeff start occurring
once LEPI is comparable or larger than tEPI. Equivalently, referring to Equation (4.13), in
that case Dβ2 becomes smaller than 1/τEPI and starts dominating the effective lifetime
τeff. This explanation is supported by our simulation results for the structure without
the substrate layer, where this discrepancy is less pronounced and measurement results
instead give a small overestimation for τEPI. The simulation results without substrate
provide a good understanding of the influence of the epitaxial layer to substrate interface.
They indicate that the methods presented are suitable candidates not only to extract
effective carrier lifetimes on epitaxial layer structures, but also to extract the minority
carrier lifetimes in the case of non-epitaxial test structures, which can be used to assess
the material quality on, e.g., pn-junctions embedded in prime wafers. A least square
fit is performed for the extracted τeff versus τEPI dependence of the OCVD and RR
simulations according to Equation (4.13) with the epitaxial layer to substrate interface
recombination velocity S2 being the fitting parameter (further utilizing Equation (5.1)).
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Table 5.4. Lifetime extraction results†

parameter extracted τeff fitted τEPI
a τEPI

τEPI LEPI
b OCVD RR OCVD RR cIVCV

measurement 9 9 - - 13

simulations with substrate
1 6 1 1 1 1 1
5 13 5 6 7 8 5
10 19 10 11 13 17 10
50 42 22 21 67 77 47

100 59 26 23 126 120 93
500 132 31 26 498 498 434

simulations without substrate
1 6 1 1 - - 1
5 13 5 4 - - 4
10 19 10 8 - - 8
50 42 52 48 - - 48

100 59 100 120 - - 120
500 132 506 657 - - 657

† Results originally published in [PSJ2]. All times are given in units of µs, LEPI

is given in units of µm. Green colored values are within a 50 % interval [0.5 ×
τEPI, 1.5 × τEPI], red colored values are outside this interval.

a These columns show the results for the extracted epitaxial lifetimes after correcting
by a fit of τeff and τEPI according to Equation (4.13) and (5.1). Fitting results are:
S2(OCVD) = 60 cm/s and S2(RR) = 72 cm/s.

b The diffusion length LEPI is computed as described in Reference [229].

The extracted values of S2(OCVD) = 60 cm/s and S2(RR) = 72 cm/s are reasonable
results for the recombination velocity of this interface, as in literature primarily values
of 10 cm/s to 100 cm/s for low/high junctions are reported [168, 224, 225, 226]. A
calculation back from τeff to τEPI as has been performed for the simulation results will
be practically difficult, as the influence of S2 is quite significant (see Fig. 5.4), and a
precise determination of S2 difficult. Therefore OCVD and RR are excellent methods
for the extraction of τeff, however a determination of τEPI with these methods remains
challenging for thin EPI layers.
To further investigate the influence of the epitaxial layer thickness and the modeling
according to Equation (4.13) and (5.1) an additional set of simulations is performed,
where the epitaxial layer lifetime τEPI is kept at 50 µs and the epitaxial layer thickness
tEPI is varied between 3 µm to 100 µm. As can be seen in Fig. 5.7, τeff varies strongly
with tEPI and approaches τEPI for tEPI ≈ 100 µm. The dependency of τeff on tEPI can be
accurately modeled with Equation (4.13) and (5.1), where a value of sr2 = 42 cm s−1 is
extracted for the surface recombination velocity.
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Figure 5.7. RR and OCVD effective lifetimes for a varied epitaxial layer thickness tEPI and
an epitaxial layer lifetime τEPI = 50 µs. (Upper left) OCVD first order lifetime versus time
for different tEPI. (Upper right) RR plots for different tEPI. (Lower): Extracted τeff for the
OCVD and RR according to the upper plots. The dashed horizontal line marks the epitaxial
layer lifetime and the gray line represents a fit according to Equation (4.13) and (5.1), where
S2 = 42 cm s−1 was extracted. The colorbar maps the values from tEPI of the lower plot x-axis
to the differently colored lines in the upper plots.

5.1.5 DLTS Measurements

To further verify the lifetime results, DLTS measurements have been performed
on the same test sample, i.e. the structure as shown in Fig. 5.1. A cryogenic probe
station (Lakeshore CRX-4K) was used and a temperature scan from 100 K to 350 K has
been performed, where 100 ms capacitance transients at a reverse bias of 2.4 V have
been recorded after stressing for 100 ms at a bias point leading to a forward current of
approximately 100 nA. The corresponding capacitance transients are shown in Fig. 5.8.
A conventional DLTS analysis is performed on the measured data, with an rectangular
weighting function of various lengths, with the results being presented in Fig. 5.9. The
results indicate a trap state located 0.39 eV from the valence band and thus roughly
0.17 eV away from midgap, supporting the extracted |ET − Ei| = 0.15 eV of the cIVCV
measurements and simulations. Furthermore, a calculation of the low-injection minority
carrier lifetime, Equation (3.19a), assuming same cross section for electron and holes, i.e.
that σn corresponds to the extracted σp results in a lifetime estimator of

τn0,DLTS =
1

NTσnvth,n
≈ 1

1.4 × 1013 cm−33 × 10−16 cm22 × 107 cm s−1 = 12 µs, (5.3)
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which is perfectly in line with the extracted value of 10 µs from the steady-state and
transient methods above. It should be mentioned, that despite performing DLTS mea-
surements at various stress levels and bias points, in all the measurements only the
above discussed majority carrier trapping was observed.

Figure 5.8. DLTS capacitance transients measured on the lifetime test samples at various
temperatures. Majority carrier trapping is visible on the 100 ms timescale at temperatures of
about 220 K.

5.1.6 Discussion

The characterization of carrier lifetimes is challenging and various methods to
measure them have been proposed. To evaluate the suitability of the proposed methods,
two transient methods, namely OCVD and RR, and the steady-state cIVCV method
have been systematically studied employing dedicated test structures. The results
demonstrate that the effect of the epitaxial layer to substrate interface becomes more
pronounced the higher the minority carrier diffusion length LEPI, resulting in an effec-
tive carrier lifetime τeff that is much lower than the epitaxial layer lifetime τEPI. OCVD
and RR are well-working methods to measure this effective carrier lifetime, which is
an essential parameter for opto-electronic devices and other minority carrier based
applications. For larger lifetimes and thus larger diffusion lengths, the results for the
transient measurements (OCVD and RR) differ significantly from the cIVCV results. As
was pointed out, OCVD and RR are methods to measure effective lifetimes, whilst the
main signal for the cIVCV method originates from the pn-junction depletion zone and
is, therefore, less affected by the epitaxial layer to substrate transition. Therefore the for-
ward cIVCV method is a candidate for the extraction of the epitaxial layer lifetime. This
parameter is important for assessing the purity of devices or semiconductor processes.
For the cIVCV method, the proposed correction scheme should be applied to avoid
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Figure 5.9. DLTS plot and Arrhenious plot of the capacitance transients shown in Fig. 5.8.
(left) DLTS plot for different emission rates en showing a shift of the corresponding maximum.
The inset axis shows a zoom in the region of interest, where the dashed vertical lines mark
the extracted peak temperatures. (right) Arrhenius plot of the extracted data pairs en,i, Tmax,i

confirming a linear relation. The extracted parameters (corresponding to the linear fit showing
by the dashed straight line) are written as inset in the Arrhenius plot.

erroneous results because otherwise the recombination current density component is
overestimated, leading to erroneous results. Finally, DLTS measurements have been
performed to accomplish and support the lifetime results. A single trap level could
be detected confirming the extracted value of the trap energy by the cIVCV method.
Additionally, a lifetime estimator based on the extracted trap parameters by means of
DLTS yields good agreement to the lifetime extracted by the cIVCV, RR and OCVD
methods.
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5.2 Deep Trench Processing Induced Trap States in Silicon
Photodiodes

The isolation of photodetectors by DTs filled with insulating material is widely used
to minimize cross-talk between devices fabricated on the same chip as well as to isolate
opto-electronic blocks from other monolithically integrated electronic parts of the chip.
With the constant reduction of the image sensor’s pixel pitch to meet the requirements
for high-resolution images in consumer applications, deep-trench isolation (DTI) turns
out to be the method of choice to meet the stringent criteria for pixel-to-pixel crosstalk
in small-pixel (≈ 1 µm and below) CMOS image sensors [230, 231, 232, 233]. One main
advantage of the DTI compared to other isolation techniques such as shallow-trench
isolation (STI), n-well guard (NWG), or p-well guard (PWG) rings, is the ability to block
diffusing minority carriers at depths far (several µm) away from the surface, and thus
efficiently prohibiting their incidence into neighboring structures (termed electrical
cross-talk). Minority carriers reaching the silicon-oxide interface at the DTI are partially
reflected and partially recombine at this interface. In photodetectors carriers that are
reflected at the DTI interface might finally reach the collecting electrode and contribute
to the photocurrent thus increasing the spectral response (SR) of the detector [234]. This
means, for photodetectors the DTI imposes two important improvements: reduced cross
talk and improved spectral response.
At the same time, however, the interface of the DT introduces trap states that can act
as recombination centers and affect the performance of silicon photodetectors. It was
demonstrated in Section 3.3, that SRH recombination is injection-dependent, and hence
in this work the Si to SiO2 interface of DT-terminated photodiodes is investigated by
means of injection-dependent responsivity (IDR) measurements and simulations.
To begin with, a semi-analytical modeling approach of interface recombination is uti-
lized to compute the surface recombination rates, where the model includes the typical
band-bending towards the interface because of fixed oxide charges and charges as-
sociated to trapped charge carriers. These results were published in [PSC1] and are
compared to TCAD simulations. Additionally, a comparison with respect to crosstalk,
between DT- and NWG- terminated structures has been performed in [PSC1] and is
presented in this work.
Secondly, IDR measurements are presented on DT terminated photodiodes with differ-
ent processing conditions. Essentially, photodiode test structures, that were processed
with different DT sidewall implants, are compared. The actual purpose of these implants
is to passivate the interface and improve the device performance. However, as is shown,
the peak doping concentration is a critical parameter, where high values (> 1018 cm−3)
are required for successful passivation. For lower peak doping concentrations even a
degradation in terms of device performance might occur. TCAD simulations are utilized
to extract and infer defect parameters, as explained in Section 4.2.2. This study was
presented in the publication [PSJ4].
Finally, DLTS was utilized to extract defect parameters on dedicated DTs test structures.
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Trapping of minority and majority carriers was observed allowing for the extraction of
multiple trap parameters. The main results and extracted parameters were then utilized
to model the interface traps in TCAD simulation and a comparison to the measurement
data was performed. Results were published in reference [PSJ1].

5.2.1 Modeling and Simulating the Injection-dependent Carrier Re-
combination on Deep Trench Sidewalls

As mentioned above, injection-dependent interface recombination on DT sidewalls
might cause undesired effects and performance degradation in DT terminated photodi-
odes. The purpose of (semi-) analytical modeling the interface recombination in such
devices is to get an easy-to-use tool, capable of predicting the corresponding magnitude
of recombination. Such an analytical tool is beneficial for gaining further insights into
the physics of recombination at the sidewalls and also to investigate the influence of
parameters in an easy fashion. In principle the surface recombination rate might be
calculated using Equation (3.28), by assuming that the surface carrier concentrations
ns, ps correspond to the bulk values, i.e. for a p-type semiconductor ps ≈ NA and
ns ≈ n2

i /NA. However, this approach assumes flat band conditions towards the surface
and ignores the fact, that due to fixed oxide charges and the charges associated to
trapped carriers the bands will bend towards the interface, leading to strongly modified
carrier concentrations and thus recombination rates. An analytical model that does
include band-bending, based on a one-dimensional charge sheet approximation, was
introduced in references [235, 236], and is further utilized in this work to compute the
responsivity of photodiodes and essentially the degradation due to the DT sidewall
recombination.

Description of Simulation Setup and Test Vehicle

The simulated/modeled test structures are schematically drawn in Fig. 5.10. DT-
terminated photodiodes are compared to NWG-terminated ones, and additionally test
structures for cross-talk performance with both guard ring concepts are shown in this
figure. The DT-to-DT, as well as NWG-to-NWG, pitch is fixed to Wdev = 100 µm in
this study. The metal aperture tapt as well as cathode width Wcath (see Fig. 5.10) are
parameters that are varied in set of simulation experiments. The depth and doping
concentration of the p-doped epitaxial layer are tEPI = 25 µm and NA = 5 × 1015 cm−3,
respectively. The epitaxial layer is grown on a p+ (17 mΩ cm) doped substrate. Laterally
the structure is either terminated by a 27 µm deep DTI exceeding the EPI layer thickness
or by an n-well guard (NWG) with the same width and spacing for direct comparison.
The simulation software Minimos NT [237] which is provided within the GTS frame-
work is used to solve the drift-diffusion equations on the defined domain subjected to
boundary conditions given by the DTI interface parameters as well as varied optical
generation by illumination with a monochromatic light source with a wavelength of
λ = 670 nm. The anode and cathode voltage is set to 0 V. In the simulation default
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Figure 5.10. Cross sections and parameters of the simulated structures. The devices consist of
p-doped epitaxial (EPI) layers grown on a p+-substrate and pn-junctions are formed by a
central n-well cathode. Devices with a DT (a) are compared to devices with an NWG (b). The
simulations are performed for a fixed device length Wdev = 100 µm, varied optical aperture
tapt, and cathode length Wcath. (c) Schematic of the setup to simulate electrical cross-talk. The
metal above the test structure is just open above device A and the current of the illuminated
device A is compared to the current of its not illuminated neighbor device B. Originally
published in [PSC1].

models for Auger and bulk SRH recombination (τn0 = τp0 = 10 µs, ET = Ei) are utilized.
Interface recombination at the two lateral DTI to Si interfaces is modeled using SRH
theory with midband traps, trap density Nit = 1010 cm−2, fixed oxide charge density
Q0 = 1011 cm−3 and electron (hole) cross section of σn = 10−14 cm2, σp = 10−17 cm2

(parameters for trap density, cross sections and fixed oxide charge density are according
to reference [235]).

Influence of Geometry and Design Parameters

In Fig. 5.11, left side plot, the responsivities R (versus irradiance) for structures with
DTI (with and without interface traps) and with NWG are compared. As can be seen,
DTI terminated diodes show higher responsivities R compared to NWG-terminated
ones, but suffer from non-linearity because of interface recombination (see simulation
without interface traps in Fig. 5.11) for the same guard/DTI to aperture distance. In the
following, the optical aperture tapt as well as the cathode length Wcath are varied in a
simulation design of experiment (DOE) to investigate their impact. According to Fig. 5.11
and Tab. 5.5, decreasing tapt leads to a reduced non-linearity and better performance of
the DTI terminated devices at low irradiance. In that case, a more significant fraction of
carriers is generated closer to the cathode and thus more likely collected by the same.
This is further confirmed by the simulation results from structures with a varied Wcath.
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Figure 5.11. Influence of interface traps (IT) at the deep-trench-isolation (DTI) sidewalls
on the performance of photodiodes: parameter study and comparison to the NWG. (left)
Responsivity R and internal quantum efficiency (IQE) versus irradiance for a structure with
DTI and NWG termination. The structure with DTI is simulated with and without interface
traps. Used geometry parameters are tapt = 100 µm and Wcath = 20 µm. DTI terminated
devices outperform NWG terminated ones in terms of responsivity but suffer from non-
linearity because of IT recombination. (right) R and IQE versus irradiance for structures with
DTI and varied optical aperture tapt and cathode length Wcath. Increasing Wcath and reducing
tapt are measures to reduce non-linearity effects but at the expense of other important device
parameters. Originally published in [PSC1].

Here the collection efficiency of the cathode compared to the DTI/guard increases at
higher Wcath, which ultimately leads to better device performance. It should be noted,
however, that the reduced non-linearity and improved R for these structures are at the
cost of increased capacitance and reduced packaging density. Finally, as summarized in
Tab. 5.5, DTI terminated devices have lower averaged electrical cross-talk by a factor of
approximately 100. This is expected since the DTs impose a physical barrier for charge
carriers and are thus very efficient in blocking crosstalk. The NWG on the other hand,
collects carriers that might diffuse in the periphery or to the neighboring device via the
electric field associated to the junction which is located directly around the NWG and is
thus less efficient in blocking carriers that are further below. It should be mentioned
that the p-to-p+ transition associated to the epitaxial layer to substrate border also has a
built-in electric field that pushes electrons (which are the generated minority carriers)
back towards the epitaxial layer and hence is also beneficial for cross-talk and improved
diode efficiency.

Influence of Fixed Oxide Charges and Device Proposal

Fixed oxide charges are an important parameter affecting the recombination proper-
ties of interfaces. The DTs fixed oxide charge density might strongly depend on the pro-
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Table 5.5. Impact of geometry on extracted device parameters†

parametera result
tapt Wcath Rlow

b Rhigh
b ∆lin

c CTd

µm µm A W−1 A W−1 % %

20 0.43 / 0.31 0.52 / 0.31 17 / <1 0.02 / 2.15
100 30 0.45 / 0.33 0.52 / 0.34 13 / <1 0.02 / 1.82

40 0.46 / 0.36 0.51 / 0.36 11 / <1 0.01 / 1.51
20 0.45 / 0.37 0.52 / 0.37 12 / <1 0.02 / 1.67

80 30 0.47 / 0.40 0.51 / 0.40 9 / <1 0.01 / 1.32
40 0.48 / 0.42 0.51 / 0.43 6 / <1 0.01 / 1.00
20 0.48 / 0.42 0.51 / 0.43 8 / <1 0.01 / 0.98

60 30 0.49 / 0.45 0.51 / 0.45 5 / <1 0.01 / 0.65
40 0.49 / 0.47 0.50 / 0.48 2 / <1 0.01 / 0.38

† Simulation results for structures with DTI / NWG termination. Originally published
in [PSC1].

a Parameters as defined in Fig. 5.10.
b Responsivities R at two irradiances, Rlow = R(1 pW cm−2), Rhigh = R(1 W cm−2)
c Non-linearity ∆lin = 1 − Rlow/Rhigh
d Averaged electrical crosstalk CT = Icath,B/Icath,A

cessing details, such as the etching/oxidation methods used or thermal treatments [238,
106]. This charge density can considerably alter the interface passivation properties by
modifying the band structure towards the interface [213] (see also Fig. 5.12). Thus, in
the next step, the fixed oxide charge density Q0 is varied over several decades (with
both charge polarities) to investigate the influence on the responsivity of our structure
with DTI termination. The simulation results are shown in Fig. 5.13 (a). As can be seen,
a fixed oxide charge density of |Q0| > 1012 cm−2 provides good passivation properties
for the DTI sidewall interfaces. However, the intrinsic fixed oxide charges for the Si-SiO2
interface are known to be positive with a fixed oxide charge density of about 1010 cm−2

to 1011 cm−2 [238, 239], which implies poor passivation characteristics for the p-doped
samples, as can be seen in Fig. 5.13.
While the quality of horizontal silicon to insulator interfaces (e.g. the silicon to interlevel-
dielectric interface, or silicon to gate oxide interface in a horizontal MOS transistor)
can be improved by modern semiconductor production facilities utilizing advanced
insulating materials, intentional placement of fixed interface charges, or passivation
implants [240], it is a challenging task to control and optimize the parameters of the ver-
tical silicon to DTI interface. Nonetheless, the DTI offers advantages in terms of internal
quantum efficiency and electrical crosstalk compared to other termination techniques,
like the NWG, as was shown above. Besides processing improvements, another way
to control the interface properties is a structure laterally terminated with a contacted
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Figure 5.12. Schematics of the deep-trench metal-oxide-semiconductor capacitor (DT-
MOSCAP): potential Ψ versus position x. An applied gate bias leads to a potential drop
across the oxide Ψo as well as a surface potential Ψs that affects the carrier concentrations at
the interface and therefore impacts the interface recombination. The system is furthermore
characterized by the metal-semiconductor workfunction ϕms. Originally published in [PSC1].

poly-Si filled DT-capacitor (DTMOSCAP). This structure exhibits all the advantages of a
DTI terminated photodetector whilst, at the same time, the interface recombination and
thus losses can be minimized by applying a bias at the DTMOSCAP gate. A schematic
cross section, as well as a drawing of the potential in the vicinity of the DTMOSCAP, can
be seen in Fig. 5.12. For such a device, the surface carrier concentration and therefore
the interface recombination properties (see Equation (3.28)) can be controlled by an
applied gate bias. Fig. 5.13 (c) shows the responsivity R versus applied gate bias VG and
irradiance Ee for a DTMOSCAP structure with a n-poly gate and 20 nm oxide thickness.
In essence, the proposed device combines the advantages of DTI termination without
the drawback of enhanced interface recombination and non-linearity, as is shown by
means of TCAD simulations. Already at a gate bias of VG = 0 V the device always
operates in the highly passivated regime leading to maximized responsivities without
issues of non-linearity. It should be noted that the dependence on the gate voltage can
be shifted by Fermi level engineering, e.g., by choosing a different gate material, which
will alter the metal-semiconductor workfunction ϕms, as indicated in Fig. 5.12.
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(b) Modeled IQE versus Q0 and irradi-
ance. Agreeing to simulations the model
predicts high recombination (low R) for
Q0 ≈ 1011 cm−2 and low injection (irradi-
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(c) TCAD simulated IQE versus applied
gate voltage VG and irradiance for the DTI-
MOSCAP with a n-poly gate and 20 nm ox-
ide thickness. Used parameters are tapt =
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(d) Modeled IQE versus applied gate volt-
age VG and irradiance for the DTIMOSCAP
with a n-poly gate and 20 nm oxide thick-
ness. The model agrees well with the simu-
lation data and predicts enhanced recombi-
nation for low injection and a gate bias of
about VG ≈ −0.7 V.

Figure 5.13. Injection dependent simulation and modeling results. Internal quantum efficiency
IQE versus irradiance Ee and fixed oxide charge density Q0 ((a) and (b)) / gate voltage VG

((c) and (d)). Originally published in [PSC1].
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Modeling

A one-dimensional charge-sheet based model [235, 236] along a horizontal cross
section through the device (as indicated by the dashed line in Fig. 5.12) is utilized to com-
pute the surface recombination rate and responsivity of DT terminated photodiodes as
well as DTMOSCAP terminated photodiodes. The theoretical formulation and effective
parameters of the model have been recently reviewed [131, 241, 242]. This formalism
allows to compute the effective surface recombination velocity Seff as a function of fixed
oxide charges Q0, gate voltage VG, and excess carrier density ∆n by balancing charges
appearing close to the interface of investigation

QSi(Ψs, ∆n, VG) + Qit(Ψs, ∆n, VG) + QG(Ψs, ∆n, VG) + Q0 = 0. (5.4)

Equation (5.4) has been solved numerically for the surface potential Ψs with ∆n and
VG as parameters. A detailed description of the extraction procedure as well as explicit
formulas for the net charge in the semiconductor QSi, the gate charge QG and the
interface trap charge Qit are given in Reference [131]. Once Ψs is computed from (5.4)
the surface carrier concentration ns and ps can be obtained from

ns(ps) = (n0(p0) + ∆n) exp
�±Ψs

Vth

�
, (5.5)

where n0 (p0) is the bulk equilibrium electron (hole) concentration and the positive sign
refers to electrons and the negative sign refers to holes. Finally, knowing ns and ps, the
surface recombination rate can be computed according to Equation (3.28). In the study
presented, Seff is calibrated with the simulation data as a function of the irradiance.
This allows to calculate Rloss, i.e. the lost responsivity as function of irradiance, VG

and Q0 and finally the responsivity R = Rmax − Rloss, where Rmax ≈ 0.52 A W−1 is
extracted from the simulations. Considering the results shown in Fig. 5.13, it can be seen
that a good agreement between simulation and modeled data is achieved. Therefore
the discussed model is a valuable tool to predict the performance of DTI terminated
photodiodes as a function of the aforementioned parameters.

5.2.2 Intensity Dependent Responsivity Measurements and TCAD
Simulations

After discussing the modeling and simulation of recombination phenomena in DT
sidewalls in Section 5.2.1, in this section an experimental study of injection-dependent
responsivity measurements is presented. Measurements on photodetectors processed in
a 180 nm CMOS process confirm that DTI-terminated island photodiodes show larger
responsivities compared to NWG terminated island photodiodes. This superiority in
terms of responsivity is more pronounced at high radiant fluxes because of reduced SRH
surface recombination at the lateral DTI to silicon interface. Therefore, the responsivity
of the DTI-terminated devices becomes non-linear with respect to the incoming radiant
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flux. For a linear photodiode the responsivity R(Φ) is constant. Thus, a non-linearity
∆lin(Φ) is defined according to:

∆lin(Φ) = 1 − R(Φ)

R(Φmax)
. (5.6)

Experimental findings regarding DT recombination related ∆lin are well supported by
TCAD simulations which are presented together with the measurement results below.

Sample description: layout and processing

a)

substrate

EPI

STI

b) c)

d)e)f)

Figure 5.14. Schematic summarizing the DTI processing steps: a) structure after shallow
trench isolation (STI) b) DTI lithography and etch c) (optional) DTI passivation implant
d) dry liner oxidation e) TEOS oxidation f) DTI polyfill and etchback. Originally published
in [PSJ4].

For this study photo-detectors fabricated within a standard 180 nm CMOS process
extended by a DTI processing option are investigated. The main steps of the DTI process-
ing are summarized in Fig. 5.14. The DTI patterning is performed after a conventional
STI processing step. After the hard mask deposition, trenches are etched by the deep
reactive ion etch (DRIE) technique [243]. The depth of the etch exceeds the epitaxial
layer thickness of 20 µm and the width is ≈ 1 µm, yielding an aspect ratio of ≈ 20.
After the trench etch an optional ion side-wall implant is performed, where different
implants are compared based on their peak doping concentration. This processing
step is a well-established technology, e.g. to achieve a conductive capacitor plate in
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DRAM cells [244] or for lateral power devices [245]. Additionally, the sidewall implant
might serve as passivation of the lateral silicon-to-silicon dioxide interface for bipolar
as well as electro-optical applications [234]. To isolate the silicon from the polysilicon
fill, first, a 40 nm liner oxide is grown by dry oxidation at 1000 ◦C which is a typical
liner oxide known to have a low defect density as well as fixed oxide charge density
[246]. Next, a 100 nm thick TEOS oxide is grown. This two-step oxidation process is
needed because the initial dry oxide thickness is limited [247]. Finally, the trench is
filled with undoped poly-Si due to its highly conformal nature and thus good filling
properties. It should be noted that the DTI formation is done early in the manufacturing
process, ensuring a high thermal budget to anneal out lattice defects caused by etching
and sidewall implants. Test devices consist of silicon island-type photodiodes as drawn
in Fig. 5.15. The structures consist of hexagonally distributed n-well cathode implants
formed within a p-type epitaxial layer. The front surface is passivated with a p+ implant
and the active device area is ≈ 400 × 200 µm2. Two different termination schemes are
compared, namely the DTI and the NWG concepts.

p substrate

p EPI

D
T
I

STI
ILD

topt

Wlat
cathode islandsp+

cross section top view

(a) DT terminated test device.

p substrate

p EPI

NWG
ILD

Wlat
cathode islandsp+

cross section top view

(b) NWG terminated test device.

Figure 5.15. Test structures used for IDR measurements: P-doped epitaxial layers are grown on
a p-doped substrate. PN-junctions are formed by cathode island implants that are connected
to form the cathode contacts (blue). The front surface is passivated with a p+ implant that is
connected to form the anode contact (red). Front surface isolation is provided by an interlevel
dielectric (ILD). The pitch of the center of the DTI/NWG to the metal opening defining the
optical aperture is ≈ 10 µm and the island to island spacing as well as the outer island to DTI
spacing (denoted Wlat) is ≈ 40 µm. The islands are distributed hexagonally on the sample.
Originally published in [PSJ4].
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Measurement Setup

A schematic of the measurement setup is shown in Fig. 5.16a. Light from a 670 nm
light emitting diode is coupled into a multi-mode optical fiber (type OM1). The incident
radiant flux Φ can be varied with the attenuator ATT and is measured with a calibrated
reference photodiode PD REF. The photodiode (PD DUT) is measured on wafer level and
contacted using a semi-automatic probe station. No anode to cathode bias is applied, i.e.
VAC = 0 V, and the photocurrent Iphot is measured as a function of Φ. The responsivity
R and non-linearity ∆lin are extracted according to (2.14) and (5.6). The core diameter
of the optical fiber is 62.5 µm and the fiber is positioned ≈ 100 µm above PD DUT.
For the illumination with a wavelength of 670 nm the optical output profile at the
top of the DUT, that is ≈ 100 µm away from the fiber tip, can be considered not yet
substantially expanded and to be within a diameter of ≈ 62.5 µm [248, 249], which is
smaller than our DUT size. This allows to deliberately illuminate different parts of the
photodiode. In the measurements, two configurations, namely central illumination and
lateral illumination are compared as shown in Fig. 5.16b and 5.16c, respectively. All
measurements are performed at room temperature and the LED in combination with
the variable attenuator ATT is used to establish radiant fluxes of about 1 pW to 1 µW.

670 nm
LED  

PD REF   

BS 

ATT

dB

Optobox

Analyzer

Prober

PD
DUT 

SMU1SMU1

SMU2

(a)

(b)

(c)

Figure 5.16. IDR measurement setup. (a) Measurement schematics consisting of a custom-
designed optobox, the wafer prober, and an Agilent 4156A parameter analyzer. The 670 nm
radiation from a light emitting diode (LED) is coupled into an optical fiber, where it is
attenuated at a variable attenuator ATT. The beam is split at the beam splitter BS. One part
goes to a reference photodiode PD REF that is connected to the source measurement unit
SMU2. The other part from BS goes to the device under test (PD DUT) that is connected
to SMU1. Electrical connections are drawn in black, and optical connections (multimode
fiber, type OM1) are drawn in green. (b) & (c) Microscopic view of fiber head above the test
sample. The diameter of the fiber and the lighting spots are smaller than the sample size. This
allows to deliberately expose sections of the DUT to light, were a central (b) and lateral (c)
illumination is compared. Additionally, the contact needles can be seen on the left side of the
images. Originally published in [PSJ4].
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Measurement Results

Measurement results for structures with NWG and DTI are compared in Fig. 5.17. It
should be noted that the DTI in these structures is processed without a sidewall implant.
As can be seen, structures with DTI show higher responsivity R compared to structures
with NWG. For the highest measured radiant flux (Φ ≈ 1 µW) the increase is about 16 %
for central and about 58 % for lateral illumination. However, whilst R is constant for the
NWG case (within the experimental error estimation of ±1 %) a non-linearity for the
DTI structures can be observed, where the spectral response is reduced at lower radiant
fluxes, i.e. there is increased recombination, which qualitatively agrees with the form
of the IDR results discussed in Section 5.2.1. It can be concluded, that this intensity-
dependent recombination behavior is either introduced by DTI interface recombination
or by recombination via DTI processing-induced bulk defects. By comparing lateral
to central illumination it can be seen that R is lower for both NWG and DTI in the
lateral case. This can be related to the higher excess carrier density towards the diode
termination and thus increased recombination/losses at the boundaries.
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Figure 5.17. IDR measurement and simulation results. (left) Measurement results comparing
the structure with NWG and DTI termination. Upper plot shows responsivity R, lower
plot non-linearity ∆lin versus radiant flux Φ. ∆lin is calculated according to Equation (5.6).
The DTI was processed without a sidewall implant. (right) Measurement (marker) and
simulation (solid lines) results for different DTI passivation implants according to Table 5.7.
The responsivity R is plotted versus the radiant flux Φ. The black line is the result of a
simulation without interface traps. Originally published in [PSJ4].

Simulation Results and Extraction of Interface Parameters

In the right hand side plot of Fig. 5.17 TCAD simulations are shown together with
the measurement results. The simulation results were obtained using the Synopsis
Sentaurus package [250], where a layout-based process, as well as electro-optical device
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simulations were performed. The simulation domain is a 2D cross section of the island
photodiode with DTI termination, as shown in Fig. 5.15 and the used simulation models
and parameters are summarized in Tab. 5.7. The DTI sidewall ion implantation (see
Fig. 5.14) is simulated using the Monte Carlo implant model with 100 000 particles, and
the final peak doping concentrations are given in Tab. 5.7. For the device simulation, the
illumination window is set to a width of 62.5 µm and is laterally aligned to the optical
aperture. DTI interface recombination is implemented by the SRH surface recombination

Table 5.6. Simulation models and parameters†

name model parameters / values
Carrier statistics Fermi-Dirac

τmax,n = τmax,p=50 µs
τmin,n = τmin,p = 0 µs, γ = 1
Nref,n = Nref,p = 1016 cm−3

DTI interf. rec. according to Fig. 5.18 and Tab. 5.7

Optical Generation
Generation model Optical Beam Absorption Method [250]

Incident angle 0◦

Polarization unpolarized
Wavelength 670 nm, monochromatic

Window 62.5 µm, left edge aligned
Intensity 10−12 W to 10−6 W

SRH bulk
recombination after [251]

† Auger recombination, direct recombination, bandgap narrowing, mobility and front surface
recombination are modeled as stated in Tab. 5.2.

model where, as starting point for the defect landscape (energetic distribution, cross
sections, fixed oxide charges), values reported in the literature were considered. At
this point, it should be mentioned, that an accurate and reliable extraction of interface
parameters is challenging, as a considerable variance of the model parameters (i.e.
fixed oxide charge densities, trap densities, energetic trap positions/distributions, trap
cross sections) has been reported [252, 253, 254, 129, 235, 213, 255, 256]. It has been
shown, that despite being negligible contributors to recombination, band-tail states
might have an impact on surface passivation properties as a large amount of charge
may be associated with carriers occupying these states [256, 241]. Therefore, Dit(E) of
the Si-SiO2 interface is typically modeled assuming a constant mid-gap trap density
Dit,mg plus energy-dependent band tail states Dit,bt(E) [252]:

Dit(E) = Dit,mg + Dit,bt(E). (5.7)

Therefore the values of Q0, Dit,mg and σn,p according to reference [254] are adopted, and
band tail states as proposed in [256] are added. Additionally, constant cross sections
for electrons and holes over the bandgap are assumed and divided between acceptor-
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and donor-like traps at mid-gap, which are reasonable assumptions [257, 252]. These
parameters and the trap distribution are shown in Fig. 5.18 and serve as an initial guess
for the parameter extraction.
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Figure 5.18. Defect landscape and corresponding surface recombination velocity at the DTI to
silicon interface. (left) Interface trap parameters, namely interface trap density Dit (black line,
left axis) consisting of mid-gap trap density Dit,mg plus bandtail states and cross sections σn,p

(colored lines, right axis) versus energy in the bandgap for the values reported from [254]
extended by band-tail states as reported in [256]. Traps between valence band Ev and mid-
gap Eg/2 are considered donor-like whilst traps between Eg/2 and the conduction band are
considered acceptor-like. (right) Effective surface recombination velocity Seff versus excess
carrier density ∆n for a p-type (NA = 1015 cm−3) Si-SiO2 interface with trap parameters
according to the upper plot and a fixed oxide charge density Q0=2.6 × 1011 cm−2. Originally
published in [PSJ4].

Table 5.7. Passivation implants and extracted interface trap parameters †

Passivation implant Extracted parameter
namea peak conc. Q0 Dit,mg ξ b

cm−3 cm−2 cm−2 eV−1

X no implant 2.7 × 1011 1.4 × 1011 4.7
B1 2 × 1016 3.8 × 1011 1.6 × 1011 6.0
B2 4 × 1016 1.1 × 1012 1.7 × 1011 4.6
B3 6 × 1016 1.2 × 1012 4.2 × 1011 2.8
P1 5 × 1015 2.8 × 1011 2.0 × 1011 4.5
P2 3 × 1016 4.9 × 1011 1.5 × 1011 4.7

† Results originally published in [PSJ4].
a B1, B2, and B3 are boron implants and P1 and P2 are phosphorous implants.
b ξ = σn/σp for a fixed σn = 1.5 × 10−14 cm2.

The aim of the simulations is to provide a physics based explanation for the mea-
surement results and to validate the theory of SRH interface recombination at the DTI
sidewalls, as well as to extract the corresponding interface parameters. The simula-
tions do not account for external losses, i.e. reflections and absorptions in the dielectric
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layer/interfaces above the DUT, and therefore the simulations are scaled such that
the simulation without interface traps (black flat line in Fig. 5.17) matches the highest
level of measured responsivity R at high radiant fluxes. Subsequently, the interface trap
parameters used in the simulation are adjusted in the following way: Starting point is
the parameter set as shown in Fig. 5.18. Then Dit,mg, Q0 and σp are adjusted to mini-
mize residuals (least square error) to the measurement result using the Nelder-Mead
optimization algorithm. This procedure is performed individually for each passivation
implant since the different passivation implants or passivation doping concentrations
might affect the interface defect parameters [258, 259]. Simulation results for different
passivation implants according to Table 5.7 are shown together with the measurement
results in Fig. 5.17. It should be noted, that Table 5.7 also shows the extracted values for
the fitted interface parameters. The fitted parameters show an increase in Q0 and Dit,mg

for the different implants which, for similar doping concentration, is less pronounced
for the n-type implants than the p-type implants. Referring to the results shown in
Fig. 5.17, it can be seen that the measured radiant flux-dependent responsivity can be
fully modeled with interface recombination at the DTI sidewalls. Higher responsivities
R are observed at high radiant fluxes because of reduced sidewall interface recombi-
nation. The simulated non-linear response can be directly attributed to recombination
at the DTI sidewall since a simulation without these traps appears flat and therefore
linear. Additionally, the TCAD simulations reproduce the influence of the DTI sidewall
implant, namely a shift of the high response to low response transition region to higher
fluxes Φ for boron implants B2 and B3 and hardly any impact by the implants B1, P1,
and P2.

Influence of Bias, Sidewall Doping and Wavelength

As shown above, a moderate boron implant at the DTI sidewall does not improve
the device performance and may even have a negative impact. Therefore, the simulation
study is extended to high boron sidewall doping concentrations since it is known
that an accumulation layer can provide good surface passivation properties [260]. For
this purpose, the interface parameters are fixed to the values stated in the first row
in Tab. 5.7, and the boron sidewall doping concentration is implemented analytically
with a Gaussian doping profile (0.2 µm depth) with a varied peak doping concentration
Npeak. As can be seen in Fig. 5.19, the simulations show a performance degradation
at moderate (1016 cm−3 to 1017 cm−3), and a performance optimization at sufficiently
high (> 1018 cm−3) values of Npeak. Therefore, with a sufficiently high boron doping
concentration at the DTI sidewalls, the effect of non-linearity on the DTI-terminated
test structures can be mitigated. However, it should be mentioned that achieving such
doping concentrations in regions with high aspect ratios is challenging [261]. Another
equivalent way to accomplish a hole accumulation layer passivating the lateral DTI to
silicon interface is the creation of DTI to silicon capacitor structures [262], which was
discussed in Section 5.2.1.
It should be noted, that the experimental results presented in Fig. 5.17 are with 0 V
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diode bias. However, simulations up to a reverse bias of 2 V, shown in the right hand
side plot of Fig. 5.19, result in responsivity degradation analogical to the ones presented
in Fig. 5.17. The influence of pn-junction bias on the results presented in this study is
expected to be low since the associated depletion zone is small (for both: zero as well as
reverse bias) compared to the total device’s active area.
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Figure 5.19. Influence of DTI sidewall peak doping concentration and anode to cathode bias
on the responsivity R and non-linearity of DTI-terminated photodiodes. (left) Contour plot of
the responsivity R as a function of radiant flux Φ and boron peak doping concentration at the
DTI sidewall Npeak. R becomes high and linear at sufficiently high values of Npeak. Originally
published in [PSJ4]. (right) Responsivity as function of cathode to anode bias Vca (reverse)
and radiant flux. The inset shows a zoom in the region with the highest spread, which shows
small influence of the applied bias on the extracted non-linearity.
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Figure 5.20. Influence of wavelength λ (according to central colorbar) on the responsivity
(left) and non-linearity ∆lin (right) of DTI-terminated photodiodes as function of radiant flux
Φ. The inset in shows a zoom in the region with the highest spread, which is less than ≈ 2 %
showing small influence of wavelength on the extracted non-linearity.
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Similarly, in the experiment a wavelength of 670 nm is considered. However, simula-
tions with an extended wavelength range from 300 nm to 800 nm, presented in Fig. 5.20,
show variations of less than 2 % on the extracted non-linearity ∆lin. Hence it can be con-
cluded, that the experimental results shown are representative, and non-linear effects
on the same order of magnitude may be expected for experiments at other wavelengths
in the visible range.

5.2.3 DTI DLTS Measurements and Simulations

As introduced in Section 4.2.1 DLTS is a well-known characterization technique for
identifying and extracting trap parameters. To further investigate the critical DTI to
silicon interface associated to the trench sidewall dedicated test structures have been
processed and a DLTS study has been performed on these structrues.

Sample Description and Experimental Setup

The deep trenches of the test structures are processed as described in Section 5.2.2
and as schematically drawn in Fig. 5.14. In a typical DLTS measurement sequence trap
states are filled by applying a pulsed filling voltage to a pn-junction. Then, a quiescent
reverse bias is applied and the trap-carrier dynamics are monitored by measuring a
transient capacitance. To get a strong impact from trap states located at the DTI Si-SiO2
interface on the measured DLTS capacitance, devices consisting of alternating n-well
and p-well regions separated by DTs are investigated. In such a device, a large fraction
of the depletion zone in the epitaxial layer covers the DTI to silicon interface leading
to strong DLTS signals from the interface traps. A schematic of the test structures is
shown in Fig. 5.21 and the corresponding capacitance-voltage characteristics are shown
in Fig. 5.22. For the measurements a Lakeshore CRX-4K cryogenic wafer prober is used
and the probed temperature range is 40 K to 330 K. The DLTS experiments consist of
capacitance transients measurements (sampling time 100 ms with a time resolution
of 10 µs), which are recorded with an in-house measurement instrument, i.e., defect
probing instrument [263].

DLTS Results

The lower plot in Fig. 5.22 shows capacitance transients after a 100 ms forward bias
pulse voltage of 100 mV at a quiescent reverse bias of 2.4 V and selected temperatures
indicating no significant trapping at very low and high temperatures (flat curves) and
mixed majority (increasing C) and minority carrier (decreasing C) [150] trapping at
about 220 K. Fig. 5.23 shows the conventional DLTS plot of the capacitance transients
presented in Fig. 5.22, which is constructed by correlating the measured capacitance
transient with a square wave weighting function over a varied time window. This form
of analysis has advantages over the frequently used double boxcar approach in terms of
resolution [202]. In the spectrum shown in Fig. 5.23, three defects can be identified: two
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Figure 5.21. Schematics of the DLTS test structures. PN-junctions are formed by n-well and
p-well implants that are separated by deep trench isolation (DTI). The DTIs are formed
after shallow trench isolation (STI) and the top surface is passivated with an interlevel
dielectricum (ILD). The trench to trench pitch is 4.42 µm, the length of the structure in the
direction perpendicular to the drawing is ≈ 40 µm. Originally published in [PSC2].
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Figure 5.22. DLTS measurement results. (top) Measured capacitance-voltage (C-V) character-
istics for the DLTS test structure at various temperatures T according to the attached colorbar.
The vertical dashed lines (−2.4 V 0.1 V) indicate the applied DLTS voltage levels. (bottom)
Capacitance C versus time t at a reverse bias of 2.4 V after a 100 ms stress at a forward bias of
0.1 V at specific temperatures with characteristic minority and majority carrier trapping. The
curves are arbitrarily shifted for better readability. Originally published in [PSC2].

majority carrier defects (H1, H2) and one minority carrier defect (E1). An additional set
of DLTS measurements with varied pulse voltages is performed to distinguish between
energetically discretely or continuously distributed traps and the results are shown in
the right hand side plots of Fig. 5.23. With different pulse voltages Vp the peak positions
of ∆C(T) for a fixed rate window slightly shift for the traps H1 and E1, which indicates
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Figure 5.23. DLTS rate window analysis of the DTI test structure. Conventional DLTS plot
of the transients shown in Fig. 5.22: (left) Normalized capacitance difference ∆C/C0 versus
temperature T. Three traps, labelled H1, H2 and E1 are visible. (right) DLTS analysis for a
varied pulse voltage Vp. (right top) DLTS plots for a fixed rate window of 38 s−1 and a varied
Vp. (right bottom) Temperature shift ∆T of the peak position versus Vp. The linear fits act
as guide to the eye and show a slight shift of the peak temperature for the traps H1 and E1.
Originally published in [PSC2].

that these traps are continuously distributed within the bandgap rather than discrete
levels [264].

Laplace Analysis and Trap Identification

As introduced in Section 4.2.1, by applying the Laplacian DLTS analysis each
recorded capacitance transient is de-convoluted into its spectrum of exponential func-
tions by means of the inverse Laplace transform. The Lasso regression [265] is utilized
to extract the spectra at each temperature, where the extraction is exemplarily shown
for the 219 K measurement data in Fig. 5.24 (left hand side plots). As can be seen, the
measurement data can be successfully reproduced as a sum of two exponentials with
different leading signs corresponding to one active minority and one active majority
carrier trap. The full spectra and Arrhenius plot for the LDLTS analysis can be seen in
the right hand side plot of Fig. 5.24, where 4 traps were detected. These correspond
to the peaks H1, H2 and E1 from the conventional approach in Fig. 5.23. However H2

can be resolved as two traps (labelled H2,a and H2,b) by means of the LDLTS analysis.
Note that the ability to resolve traps with similar emission characteristics is one of the
main advantages of the LDLTS technique compared to the conventional DLTS analysis.
With DLTS, the fingerprints, i.e. the activation energy EA and capture cross section σ

of defects, can be extracted, and the results for this study are summarized in Tab. 5.8.
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Figure 5.24. Laplacian DLTS analysis of DTI test structures. (left) Laplace DLTS extraction
at 219 K with simultaneous minority and majority carrier trapping. (left top) Normalized
capacitance 	C= C(t)−C0

C0
versus time t. (left bottom) Extracted Laplace coefficients Fs versus

emission rates s according to inset formula. (right) Arrhenius plot extracted by the LDLTS
method. Four traps are detected. The corresponding extracted parameters are presented in
Tab. 5.8. The vertical dashed line marks the spectra at 219 K, which is omitted from the left
plots. Originally published in [PSC2].

Table 5.8. Extracted DLTS parameter †

name EA (eV) σ (cm2)a

H1 Ev + 0.20 4.2× 10−19

E1 Ec − 0.43 8.4× 10−15

H2,a Ev + 0.50 4.7× 10−15

H2,b Ev + 0.50 3.7× 10−14

† Results originally published in [PSC2].
a For the hole traps σ = σp and the activation energy is with reference to the

valence band, for the electron trap σ = σn and the activation energy is with
reference to the conduction band.

The most important defect for the DTI interface recombination problematic, is defect
E1, since this defect tends to interact with minority carriers, as is investigated in TCAD
simulations discussed below. A possible candidate for this defect is the Pb center, where
distributions with a peak energy of about Ec − 0.4 eV were reported by Dobaczewski et
al. [266]. The Pb center is also a candidate for the defect H1, since it is known that the
energetic distribution of this trap state also has a distinct peak at about 0.25 eV above Ev

[267]. The low value for the cross section for H1 stands out among the values extracted
for the other defects, however, it is still within the range of values reported in literature
for cross sections of the Si-SiO2 interface [268]. Generally, cross section extracted by
DLTS are not unambiguously discussed [269], therefore the main conclusions regarding
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the DLTS results in this work are based on the extracted activation energy. It should
be noted, that the activation energy EA, as extracted with DLTS, might differ from
the trap energy ET because of a structural relaxation of the defect when changing its
charge state. For the Pb center this energy difference may well be 0.05 eV, as is shown in
Section 5.2.3. Finally, a direct identification of defect H2 remains challenging as there
are many possible reported candidates for discrete defects at this energy [93, 92].

A Comparison Between the SRH and NMP Model

Typically, trap energies extracted by means of DLTS are considered energies with
respect to the corresponding band edges, which is based on the Shockley-Read-Hall
(SRH) theory, and hence structural relaxations of the defect depending on its charge
state are ignored. A more sophisticated approach to model carrier emission rates from
trap states, which considers the structural relaxation of the defect is the nonradiative
mulitphonon (NMP) model, as introduced in Section 3.2.3. In the following, these devia-
tions in terms of extracted trap energies comparing the two models are discussed on the
example of the Si-SiO2 dangling bond, i.e. the Pb center. For the Pb center the relaxation
energy ER, as introduced in Section 3.2.3, has been extracted to be around ≈ 0.2 eV [270,
112]. Considering that the extracted activation energy EA in Tab. 5.8 corresponds to
ENMP

21 rather than E21 = −ESRH
21 the value for ET with respect to Ec, which considers the

structural relaxation, can be calculated by inverting Equation (3.37a). Such a comparison
between the two models is shown in Tab. 5.9, showing an energy difference of 0.04 eV.

Table 5.9. Comparison of extracted trap energies†

model Emission barriera Trap energyb

E21 E21

SRH 0.43 eV
NMPc 0.39 eV

0.43 eV

† Results originally published in [PSJ1].
a Corresponds to the activation energy EA as extracted by DLTS.
b With respect to the conduction band edge.
c Assuming linear electron-phonon coupling and ER = 0.2 eV.

To demonstrate the difference in emission rates of the two models a process sim-
ulation of the test structures as shown in Fig. 5.21 is performed. Subsequently, device
simulations have been performed, mimicking a DLTS measurements with a single trap
at Ec − ET = 0.39 eV, comparing the SRH and NMP model. The utilized models for
process and device simulation are as described in Section 5.2.2. The resulting DLTS plots
are shown in Fig. 5.25, where a clear shift in the DLTS plot between the two models
can be seen. The extracted parameters, as shown in the inset in the right hand side plot,
correspond to those presented in Tab. 5.9 and Tab. 5.8 (cross section of E1), which further
validates the extraction procedure. From a modeling perspective, it can be concluded
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Figure 5.25. TCAD simulated DLTS: a comparison between the SRH and NMP model.
(left) DLTS plot for different emission rates en. (right) Arrhenius plot and extracted parameters
comparing the SRH and NMP model. Originally published in [PSJ1].

that the physically more accurate NMP model can be effectively modeled with the SRH
model and a shift of 0.04 eV in the trap energy as for a DLTS measurement only the
emission process is relevant. It should be mentioned, however, that for the opposite
process, i.e. carrier capture, the difference between the two models will be even more
considerable, since for this process the SRH model does not consider an energetic barrier
at all.

Impact on the Performance of Photodiodes

Finally, the parameters of the extracted trap state E1 according to Tab. 5.8 and Tab. 5.9
are utilized to perform TCAD simulations on DT-terminated photodiodes, where the
experimental results as well as simulation details were comprehensively presented
in Section 5.2.2. To model interface recombination the NMP model was utilized as
described in the previous section. The simulation results are shown in Fig. 5.26, where
the detectors radiant flux Φ-dependent responsivity R is compared to experimental
results from the DTI-terminated island photodiode. The fixed oxide charge density
Q0 and interface trap density were fitted by minimizing residuals to the experimental
results and their values are shown as inset in the plot. The fitted parameters are well
within the range of typically reported parameters for the Si-SiO2 interface [235, 252,
254]. As can be seen, by modeling the interface recombination via the trap state E1,
good agreement between measurement and simulation can be achieved. It should be
mentioned, that the defect landscape was modeled differently in the two approaches
(Fig. 5.17 versus Fig. 5.26). Whilst in the first case, the defect landscape was implemented
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according to modeling approaches frequently utilized in literature (see Fig. 5.18), in the
second procedure a single discrete trap level with energy and cross section according to
the DLTS results was used.
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Figure 5.26. Utilizing DLTS results to model measured interface recombination. Simulated
and measured responsivity R versus radiant flux Φ. In the simulation trap E1 (activation
energy and cross section) was used to model the DTI to silicon interface recombination.
The fixed oxide charge density Q0 and the trap density Dit were adjusted to match the
experiments, the extracted values are written in the inset.

5.2.4 Discussion

Interface recombination at DTI terminated photodiodes can strongly impact the
quantum efficiency of detectors and hence limit their performance. The injection-
dependent SRH interface recombination rate at the DTI sidewalls gets manifested
in a radiant-flux dependent responsivity. Thus, a direct comparison of DTI/NWG termi-
nated photodiodes and their impact on the device efficiency is presented. Measurements
and simulations over 6 decades of radiant flux (from about 1 pW to 1 µW) confirm, that
for the same geometrical constraints, DTI outperforms the NWG in terms of overall
responsivity and electrical cross-talk. However, as mentioned several times, the essential
drawback of DTI terminated photodiodes is the injection-dependent recombination
at the DTI sidewalls. It is shown, that a sufficiently large band-bending towards the
interface either achieved by fixed charges (|Q0| > 1012 cm−2), by a strong enough trench
sidewall doping with peak concentrations Npeak > 1018 cm−3 or by applying a gate bias
to a DTMOSCAP structure, can effectively passivate the sidewall interfaces leading
to maximized and linear quantum efficiencies. However, applying these passivation
techniques is a challenging task because of the small dimensions and large aspect ratio
of the trench. Finally, a DLTS study on dedicated test structures reveals that with DTI
processing a large amount of defects are introduced at the DTI oxide to silicon inter-
face, which are responsible for the device degradation. The Pb center is identified as
possible candidate for two of the trap states and it is shown that such trap states can
lead to non-linear recombination of photo-generated carriers in DTI terminated island
photodiodes.
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Chapter 6

Summary, Conclusions and Outlook

This chapter provides a comprehensive overview of the key findings and implica-
tions of this thesis, as well as a discussion of potential avenues for future research.

6.1 Summary and Conclusions

Photodiodes play an inherent role for the technologies and devices we use in our
daily lives. Continuous improvements and advancements over the recent decades in
the processing techniques, design as well as understanding of the underlying physics,
have led to highly efficient and precise optoelectronic devices. Photodetectors made of
silicon, which is the predominant material in the semiconductor-based sensor industry,
are so pure, that spurious amounts of contamination or a tiny fractional amount of
crystallographic mismatch may cause detrimental effects on the device performance.
The fundamental reason for this device degradation is, that electronic states within the
band-gap are created, and charge carriers may interact with these states disturbing the
nominal operation. Fundamentally, the interaction of charge carriers with these defect
states can be described with the Shockley-Read-Hall (SRH) model, where carriers from
either the valence band or the conduction band can be captured or emitted from trap
states, which is described mathematically by the corresponding rates. These defect-
carrier interactions may impact the operational parameters of a photodiode, such as
responsivity, response times, noise characteristics or linearity. Therefore, the charac-
terization of defects in photodiodes is essential to understand, identify and eradicate
trap-related performance degradation, as well as to design devices that are resilient to
charge-trapping effects. Several techniques have emerged to characterize defect states
in pn-junctions.
First, the characterization of lifetimes, which are directly related to the underlying trap
states considering the SRH theory and constitute an important opto-electronic parame-
ter, was discussed in this work. A variety of methods and literature on this topic has
amassed, where three selected approaches to determine lifetimes have been reviewed
and utilized. State-of-the-art photodiodes often consist of epitaxial layers grown on a
substrate. The width of the grown layer is typically much smaller than the diffusion
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length of the corresponding minority carriers and hence the interface between the epi-
taxial layer and the below-laying substrate becomes a critical spot strongly influencing
the extracted lifetimes. This has been systematically investigated in this work by means
of measurements and simulations. It has been shown, that methods, such as open circuit
voltage decay (OCVD) or reverse recovery (RR), are candidates to extract the effec-
tive carrier lifetimes, which are impacted by the epitaxial layer to substrate boundary.
The smaller the ratio of diffusion length to layer thickness the more pronounced the
mismatch between effective and SRH related carrier lifetime. However, other lifetime
measurement methods are not influenced by this interface and are hence candidates to
extract SRH lifetimes also on epitaxial layers. It has been shown, that with the combined
I-V and C-V (cIVCV) method SRH lifetimes corresponding to diffusion lengths much
larger than the layer thickness can be extracted, because the main signal investigated by
this method originates from the junction depletion zone. Both parameters, effective as
well as SRH lifetimes, are of interest and provide important information to engineers
designing devices or evaluating processing performance.
Secondly, the influence of defects on photodiodes with deep-trenches (DTs) have been
investigated. With combined efforts of measurements and TCAD simulations it has been
shown that the DT termination concept is able to outperform other termination con-
cepts like the n-well guard (NWG) in terms of important parameters, such as cross-talk.
However, defect-mediated recombination at the DT sidewalls causes an injection-, and
thus, radiant flux-dependent responsivity, which is undesired for certain applications.
Experimentally, the influence of a DT sidewall implant has been investigated which was
extended by simulations to show, that the achieved sidewall peak doping concentrations
were not high enough to successfully passivate the interface and mitigate the problem
of injection-dependent recombination. To get further insights into the defect landscape
a deep-level transient spectroscopy (DLTS) study has been performed on dedicated test
structures with maximized influence of DT sidewalls. Four different trap states could
be detected by means of a Laplacian analysis of the recorded capacitance transients and
one important defect candidate was identified as the silicon dangling bond, also known
as Pb center. By inheriting the parameters extracted for this defect, TCAD simulations
could be matched to the experiments supporting the theory that this defect is related
to the observed phenomena. Furthermore, this defect was exemplarily taken to study
the influence of structural relaxation on the transients observed in DLTS measurements
by comparing the emission rates related to the SRH and non-radiative multi-phonon
(NMP) model.
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6.2 Outlook

In this section potential future research directions based on the findings and conclu-
sions of the study are discussed, highlighting opportunities for continued investigations
and developments in the field.

Development and Characterization of a DTMOSCAP Device

In Section 5.2 of this work, the problem of injection-dependent interface recombi-
nation of DT-terminated photodiodes has been addressed. Despite the advantages in
terms of crosstalk and overall responsivity compared to other termination concepts,
such a device suffers from non-linearity issues. Different approaches to mitigate the
problem have been developed and discussed, where the concept of a deep-trench
metal-oxide-semiconductor capacitor (DTMOSCAP) by making electrical contact to the
poly-silicon filling the trench appears to be the most feasible and reliable. In this work,
the effectiveness of such a structure and its ability to control and passivate the critical
interface was demonstrated by means of TCAD simulations. A next step, is to put such
a device into real silicon and further prove its applicability. The suggested device is
also an interesting candidate to perform further DLTS studies, since with a gate bias
the energetic levels of defect and reservoir can be shifted against each other allowing to
further explore the defect landscape.

Extending the Defect Study to Novel Materials

Within this work, electrical defect characterization of silicon based opto-electronic
devices was discussed, explained and explored by means of measurements and simu-
lations. However, while silicon is the most utilized material for light sensing and har-
vesting it can not cover and fulfill the requirements for all optoelectronic applications.
Therefore, the utilization of novel materials and approaches for certain applications,
such as IR sensing, has been established. The methods and framework for electrical
defect characterization, as discussed in this work, can be extended to such novel ma-
terials, keeping in mind, that a higher amount of defects can be expected because of
less-mature processing techniques concerning materials other than silicon. Additionally,
the manifestation of defects on the performance of devices relying on other ground-
laying physical principles, such as quantum dot-based light detectors, is expected to
be different which further motivates defect-related studies on novel or exotic materials
and devices.
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