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Abstract

Climate change mitigation is a prominent topic in politics and society today. Green energy
generation, its use and improving and developing new technologies is hereby of central impor-
tance. This includes energy storage systems, wind turbines, solar power plants, electric vehicles,
and associated charging infrastructure. Most – if not all – green technologies require power
conversion systems. A central device in these power conversion systems is “a simple switch”. In
the past, the premier solution for this switch has been the silicon (Si)-based insulated gate bipolar
transistor (IGBT). However, a new class of materials is becoming increasingly important: wide-
bandgap semiconductors. In particular the 4H-silicon carbide (SiC) metal-oxide-semiconductor
field-effect transistor (MOSFET) is currently the most suited solution for high power and high
voltage power conversion applications because of its ability to reduce weight and size of these
systems, while improving their energy efficiency. In these applications, a SiC MOSFET is in
an operation mode where it is continuously switched at high frequencies up to hundreds of
kilohertz between its conductive and non-conductive state. As for any other technology, it is
of major importance to guarantee excellent reliability. This includes limiting gradual shifts of
device parameters over operation time.

A known mechanism leading to such gradual shifts of device parameters is bias tem-
perature instability (BTI), which is caused by the collective response of point defects close to
the semiconductor-insulator interface. These defects act as traps for charge carriers from the
semiconductor. Consequently, understanding the trapping and detrapping kinetics of these
defects must be of central importance to the research field of reliability physics. The kinetics
of BTI in SiC MOSFETs differs considerably from the kinetics in conventional Si-based devices,
whereby the most important difference is the higher density of a distribution of defects with
very short capture and emission time constants, that is summarized under the term “recoverable
component”.

The all-embracing goal of the experiments and investigations conducted in the course of
this work was to deepen the understanding of the trapping and detrapping kinetics at the
SiC/silicon dioxide (SiO2) interface in the context of BTI, but also to reveal and investigate new
mechanisms and processes.

First, the focus was placed on single-value apparent activation energies that are commonly
used in reliability modeling. As BTI is the result of a large population of defects, only dis-
tributions of activation energies must exist and single values can at best be used as a crude
approximation. Two different extraction methods for the apparent activation energy were an-
alyzed with respect to their validity and dependence on measurement parameters, such as
the extraction point in the drift curve or the recovery time. Analytic approximations for the
parameter dependencies were deduced. Besides affecting the extraction of apparent activation
energies, the recoverable component in SiC MOSFETs can introduce short-term shifts in the
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threshold voltage, which make correct device parameter measurements challenging. Using sev-
eral commercially available devices of different designs, the effect of the recoverable component
in such measurements is evaluated. Also, the advantage of using device conditioning to bring a
device faster back to a close-to-equilibrium state is presented.

A central topic of this work is a new type of instability, the so-called gate switching instability
(GSI), which arises only upon extensive switching between gate-source voltage levels situated
in inversion and accumulation, respectively. However, as this is exactly the operation mode
the devices face in power conversion systems, GSI is highly relevant for reliability evaluations.
The defining experimental characteristics of GSI are presented and it is shown that the gate
switching creates active, acceptor-like interface defects that are responsible for the degradation.
Furthermore, these findings are used to disprove a recently proposed mechanism based on
increased electron trapping upon a locally-enhanced electric field. In fact, experimental evidence
is shown that the underlying physical mechanism responsible for the observed trapping kinetics
is based on recombination-enhanced defect reactions (REDRs), which is subsequently used to
create a detailed physics-based model that fully agrees with all available experimental results
presented so far.

Finally, SiC power MOSFETs are shown to emit light under the exact same operation condi-
tion where GSI is encountered. Hereby, the field effect stimulates defect-assisted recombination
at the SiC/SiO2 interface. Within the course of this work, methods to characterize this light
emission in fully-processed SiC power MOSFETs are presented. This includes the measure-
ment of only a few hundreds of photons from a single transition of the gate-source voltage,
optical spectroscopy, and time-gated optical spectroscopy. Based on a pump-probe scheme, a
one-to-one correlation between the light emission and the recovery of the threshold voltage
shift after microsecond gate pulses could be revealed. This correlation was equally observed
in the voltage level dependence and even upon extended gate stress. Overall, this links the
emission of photons also to the recoverable component of BTI in SiC MOSFETs and shows
that BTI is not exclusively governed by non-radiative transitions – also radiative transitions
can occur. Furthermore, the spectrum of the emitted photons provides valuable information
on the involved defects. In particular time-gated optical spectroscopy enabled to reveal the
presence of two different spectral components. Based on fitting one of these components with a
quantum mechanical model, the component could be assigned to a carbon cluster-like defect
with a local vibrational mode (LVM) of 220 meV – this is significantly higher than the highest
phonon mode in 4H-SiC or SiO2. Other transitions could be assigned to EH6/7-assisted, EK2-D,
and nitrogen-aluminum donor-acceptor-pair recombination. These novel insights do not only
broaden the perspective on experimental characterization techniques of interface defects, but
will in the future contribute to an improved reliability and performance of these devices.
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Kurzfassung

Die Eindämmung des Klimawandels ist aktuell ein wichtiges Thema in Politik und Ge-
sellschaft. Grüne Energieerzeugung, ihre Nutzung und die Verbesserung und Entwicklung
neuer Technologien sind dabei von zentraler Bedeutung. Dazu gehören Energiespeichersysteme,
Windturbinen, Solarkraftwerke, Elektrofahrzeuge und die dazugehörige Ladeinfrastruktur. Die
meisten – wenn nicht alle – grünen Technologien benötigen Stromumwandlungssysteme. Ein
zentrales Bauteil in diesen Stromumwandlungssystemen ist ”ein einfacher Schalter“. In der
Vergangenheit war hierfür der Silizium (Si)-basierte insulated gate bipolar transistor (IGBT)
die beste Lösung. Eine neue Materialklasse gewinnt jedoch rasant an Bedeutung: Halblei-
ter mit breiter Bandlücke. Insbesondere der 4H-Siliziumkarbid (SiC) Metall-Oxid-Halbleiter-
Feldeffekttransistor (MOSFET) ist derzeit die beste Lösung für Anwendungen mit hoher Leis-
tung und Spannung, da er Gewicht und Größe dieser Systeme reduziert und gleichzeitig ihre
Energieeffizienz verbessert. In diesen Anwendungen befindet sich ein SiC MOSFET in einem
Betriebsmodus, in dem er kontinuierlich bei hohen Frequenzen von bis zu Hunderten von
Kilohertz zwischen seinem leitenden und nichtleitenden Zustand umgeschaltet wird. Wie bei
jeder anderen Technologie auch, ist es hier von großer Bedeutung, eine hohe Zuverlässigkeit zu
gewährleisten. Das beinhaltet auch allmähliche Verschiebungen der Bauteilparameter über die
Betriebszeit zu limitieren.

Ein bekannter Mechanismus, der zu solchen Veränderungen der Bauteilparameter führt,
ist die bias temperature instability (BTI), die durch das kollektive Verhalten von Punktdefekten
nahe der Halbleiter-Isolator-Grenzfläche verursacht wird. Diese Defekte wirken als Fallen für
Ladungsträger aus dem Halbleiter. Daher ist das Verständnis der Einfang- und Emissionskinetik
dieser Defekte von zentraler Bedeutung für das Forschungsgebiet der Zuverlässigkeitsphysik.
Die Kinetik von BTI in SiC-MOSFETs unterscheidet sich erheblich von der Kinetik in konven-
tionellen Si-basierten Bauelementen, wobei der wichtigste Unterschied in der ausgeprägteren
Verteilung von Defekten mit sehr kurzen Einfang- und Emissionszeitkonstanten besteht, die
unter dem Begriff recoverable component zusammengefasst sind.

Das Ziel der im Rahmen dieser Arbeit durchgeführten Experimente und Untersuchungen
war es, das Verständnis der Einfang- und Emissionskinetik an der SiC/SiO2-Grenzfläche im
Zusammenhang mit BTI zu vertiefen, aber auch neue Mechanismen und Prozesse aufzudecken
und zu untersuchen.

Zunächst wurde der Fokus auf einwertige Aktivierungsenergien gelegt, die üblicherweise
in der Zuverlässigkeitsmodellierung verwendet werden. Da BTI das Ergebnis einer großen
Population von Defekten ist, kann es nur Verteilungen von Aktivierungsenergien geben und
Einzelwerte können bestenfalls als grobe Näherung dienen. Zwei verschiedene Extraktions-
methoden für die einwertige Aktivierungsenergie wurden im Hinblick auf ihre Gültigkeit
und ihre Abhängigkeit von Messparametern wie dem Extraktionspunkt in der Driftkurve
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oder der Erholungszeit analysiert. Analytische Näherungen für die Parameterabhängigkeiten
wurden hergeleitet. Neben der Beeinflussung der Extraktion von einwertigen Aktivierungs-
energien kann die recoverable component in SiC-MOSFETs zu kurzfristigen Verschiebungen
der Schwellenspannung führen, was die korrekte Messung der Bauteilparameter zu einer
Herausforderung macht. Anhand mehrerer handelsüblicher Bauelemente unterschiedlicher
Bauart werden die Auswirkungen der recoverable component bei solchen Messungen untersucht.
Außerdem wird der Vorteil der Konditionierung vorgestellt, mit der ein Bauelement schneller
nah an das thermische Gleichgewicht gebracht werden kann.

Ein zentrales Thema dieser Arbeit ist eine neue Art von Instabilität, die so genannte
gate switching instability (GSI), die nur beim häufigen Schalten zwischen Gate-Source Span-
nungspegeln auftritt, die sich in Inversion bzw. Akkumulation befinden. Da dies der Betriebsmo-
dus ist, mit dem die Bauelemente in Stromumwandlungssystemen konfrontiert sind, ist GSI für
die Zuverlässigkeit von großer Bedeutung. Die entscheidenden experimentellen Merkmale von
GSI werden vorgestellt und es wird gezeigt, dass das häufige Schalten aktive, akzeptorähnliche
Grenzflächendefekte erzeugt, die für die Degradation verantwortlich sind. Darüber hinaus
werden diese Ergebnisse genutzt, um einen kürzlich vorgeschlagenen Mechanismus zu wider-
legen, der auf verstärktem Elektroneneinfang durch lokal verstärktes elektrisches Feld beruht.
Tatsächlich wird experimentell nachgewiesen, dass der zugrundeliegende physikalische Me-
chanismus, der für die beobachtete Degradation verantwortlich ist, auf recombination-enhanced
defect reactions (REDRs) basiert, was anschließend zur Erstellung eines physikalischen Modells
verwendet wird, das mit allen vorliegenden experimentellen Ergebnissen übereinstimmt.

Schließlich wird gezeigt, dass SiC-Leistungs-MOSFETs unter denselben Betriebsbedingun-
gen, bei denen GSI auftritt, Licht emittieren. Dabei verursacht der Feldeffekt Defekt-unterstützte
Rekombination an der SiC/SiO2-Grenzfläche. Im Rahmen dieser Arbeit werden Methoden zur
Charakterisierung dieser Lichtemission in vollständig prozessierten SiC-Leistungs-MOSFETs
vorgestellt. Dazu gehört die Messung von nur einigen hundert Photonen aus einem einzi-
gen Übergang der Gate-Source-Spannung, die optische Spektroskopie und die zeitabhängige
optische Spektroskopie. Basierend auf einem Pump-Probe-Schema konnte eine Eins-zu-Eins-
Korrelation zwischen der Lichtemission und der Erholung der Schwellenspannungsverschiebung
nach Mikrosekunden-Gate-Pulsen nachgewiesen werden. Diese Korrelation wurde auch bei
der Abhängigkeit vom Spannungsniveau und sogar bei längerem Gate-Stress beobachtet. Ins-
gesamt ergibt sich damit ein Zusammenhang zwischen der Emission von Photonen und der
recoverable component der BTI in SiC-MOSFETs und es zeigt sich, dass die BTI nicht ausschließlich
aus nicht-strahlenden Übergängen besteht - auch strahlende Übergänge können auftreten.
Außerdem liefert das Spektrum der emittierten Photonen wertvolle Informationen über die
beteiligten Defekte. Insbesondere die zeitabhängige optische Spektroskopie ermöglichte es,
das Vorhandensein von zwei verschiedenen Spektralkomponenten aufzudecken. Basierend
auf dem Fitten einer dieser Komponenten mit einem quantenmechanischen Modell konnte die
Komponente einem kohlenstoffclusterähnlichen Defekt mit einer lokalen Schwingungsmode
von 220 meV zugeordnet werden - das ist höher als jede Phononenmode in 4H-SiC oder SiO2.
Andere Übergänge konnten der EH6/7-unterstützten, EK2-D- und Stickstoff-Aluminium-Donor-
Akzeptor-Paar-Rekombination zugeordnet werden. Diese neuen Erkenntnisse erweitern nicht
nur den Blickwinkel auf Charakterisierungsmethoden von Grenzflächendefekten, sondern wer-
den in Zukunft auch zu einer verbesserten Zuverlässigkeit und Leistung dieser Bauelemente
beitragen.
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Chapter 1
Introduction

In the year 2021, Syukuro Manabe, Klaus Hasselmann, and Giorgio Parisi were jointly
awarded the Nobel Prize in physics, predominantly for their contributions to the understand-
ing and forecasting of climate change [1]. In the same year, the Intergovernmental Panel on
Climate Change (IPCC) released a report that clearly demonstrated the necessity of global
warming mitigation via a reduction of global carbon-dioxide emission to a net-zero level [2].
In consequence, technologies that support the efforts to achieve this goal are highly needed.
This comprises electric vehicles [3], solar power plants [4], wind turbines [5], hydro power
generation [6], systems for energy storage [7] and numerous others. A recurring challenge is
hereby the conversion of input power Pin into an output power Pout, whereby the conversion is
either from alternating current (AC) to direct current (DC) (power supply), DC to AC (inverter),
DC to DC (converter), or AC to AC (frequency changer). All of these power conversions have an
inherent power conversion efficiency

η =
Pout

Pin
, (1.1)

that should be as close as possible to 100 % to minimize the total losses of the application.
Apparently, an increase in energy efficiency could directly convert into a reduction of associated
carbon-dioxide emission.

In this chapter, the potential of silicon carbide (SiC) metal-oxide-semiconductor field-effect
transistors (MOSFETs) for increased efficiency of power conversion applications is introduced,
followed by a brief summary of the history of this technology. Next, the physical properties
of SiC are outlined, including its crystal structure, growth, band structure, lattice vibrations,
and potential for localized vibrations. Furthermore, the applications and prevalent designs of
modern SiC MOSFETs are presented. Finally, particular reliability issues of these devices are
summarized and the motivation and context of this work is outlined.

1.1 Motivation for Silicon Carbide Technology

There are various circuit topologies for power conversion in electronics, however, they all
require some sort of switch [8]. Semiconductor switches can be based on different materials,
whereby the potential of corresponding devices can be estimated by using so-called figure
of merits (FOMs). Two well-known FOMs are the Keyes figure of merit (KFOM) [9] and the

1
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Material EG [eV] ϵr Ecrit [MV cm−1] vs [cm µs−1] λth [W cm−1 K−1] JFOM KFOM
Si 1.12 11.7 0.3 23 1.48 1 1

GaAs 1.42 13.1 0.4 44 0.52 2.55 0.486
GaP 2.26 11.1 1 20 1.1 2.9 0.693
GaN 3.49 9 3 15 1.3 6.52 0.709

6H-SiC 3.0 9.66 2.4 19 7 6.61 4.3
4H-SiC 3.26 9.7 3.18 22 7 10.1 4.63

diamond 5.0 5.7 5.17 27 20 22.3 14.6
Table 1.1. The bandgap EG, other material parameters entering Equations 1.2 and 1.3, and the figure
of merits (FOMs) of different semiconductor materials. Both Johnson’s figure of merit (JFOM) and
Keyes figure of merit (KFOM) are given for room temperature and normalized to their respective
value for Si. Redrawn from [12].

Johnson’s figure of merit (JFOM) [10], relating to the thermal limit and the high-frequency limit,
respectively. These FOMs are given by the equations

KFOM = λth

�
cvs

4πϵr
and (1.2)

JFOM =
Ecritvs

2π
. (1.3)

Hereby, the parameter λth is the thermal conductivity, c is the speed of light, vs is the minority-
carrier saturated drift-velocity, ϵr is the relative dielectric constant, and Ecrit is the critical electric
field strength. Table 1.1 summarizes material parameters and FOMs of various semiconductors.
A traditional choice for a power switch is the insulated gate bipolar transistor (IGBT), that is
based on silicon (Si) [11]. However, the values of the two FOMs in Table 1.1 reveal that 4H-SiC
could potentially outperform silicon based devices by far – only diamond performs better. Due
to its wide bandgap, the critical electric field strength is roughly ten times higher than the
one of Si, which subsequently increases the JFOM. Additionally, a higher thermal conductance
and a smaller dielectric constant lead to an approximately five times higher KFOM of 4H-SiC
compared to Si.

As the above mentioned power conversion circuits require continuous switching of the
semiconductor switch, the total power loss Ploss is constituted by the conduction loss and by the
switching loss via

Ploss = I2Ron� �� �
conduction loss

+CissV2
GS fsw� �� �

switching loss

, (1.4)

which assumes that the switching loss is solely caused by charging and discharging of the input
capacitance (Ciss) [13]. Hereby, I is the average conducted current, Ron is the on-state resistance,
VGS is the gate-source voltage and fsw is the switching frequency. Based on Equation 1.4, Baliga
proposed another FOM [13], which was termed Baliga high-frequency figure of merit (BHFFOM)
and follows

BHFFOM =
1

Ron,spCiss,sp
. (1.5)

In the above equation, the two parameters are the specific values of the on-state resistance
Ron,sp = Ron A and of the input capacitance Ciss,sp = Ciss/A, whereby A is the device area. In

2
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Figure 1.1. (a) The specific on-state resistance versus the breakdown voltage at VGS = 20 V and
a temperature of 25 ◦C. All samples are from the second or third generation of the planar power
technology from Cree Inc. Redrawn from [15]. (b) Efficiency of a Si IGBT module and a SiC MOSFET
module. Within the shown frequency range, the SiC module shows a higher efficiency, particularly at
higher frequencies. Redrawn from [16].

this context, Baliga already recognized in 1989 that SiC offers great potential for the creation
of energy-efficient high-power switching applications [13]. SiC technology can achieve an
approximately 100-times lower specific on-state resistance compared to Si, which is illustrated
in Fig. 1.1a. Consequently, 4H-SiC can achieve higher BHFFOM values than Si, which was for
example quantified by Li et al. with an increase by a factor of 556 [14].

Experimentally, this superior performance of SiC devices becomes ultimately evident by
comparing the performance of SiC MOSFET-based with Si IGBT-based power modules [16].
As shown in Fig. 1.1b, the efficiency of the SiC module is well above the efficiency of the IGBT
module. Most importantly, the difference in efficiency increases with increasing frequency.

Consequently, SiC has the potential to reduce the energy consumption of power electronic
converters compared to conventional Si-based technology, particularly at higher frequencies.
Many technologies that are used for climate change mitigation, some of them pointed out
at the beginning of this chapter, are related to electric power-conversion and high-frequency
switching. Hence, SiC devices could indeed contribute significantly to the reduction of global
carbon-dioxide emissions in the future.

1.2 The History of Silicon Carbide and its Devices

SiC has a history that covers more than a century in time. Unlike other materials that have
been under focus of researchers decades before their first commercial applications have been
released, SiC has from the very first moment attracted both scientific and commercial interests.
Furthermore, some important technological developments were closely linked to SiC.

The story of SiC started in the year 1891 with Edward Goodrich Acheson, an American
born in Washington, Pennsylvania, who synthesized SiC for the first time without knowing
about the material composition [17], [18]. He named the new material “carborundum” and
commercialized it as an abrasive material. An employee of his company, Otto Mulhaeuser, was
later able to determine the composition of “carborundum” to be SiC. Furthermore, Acheson

3
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(a) (c)SiC JFET by Wallace (1966)

SiC MOS capacitor by Palmour (1989)

SiC power MOSFET by Palmour (1996)

(b)

Figure 1.2. (a) The SiC junction field-effect transistor (JFET) patented by Lloyd F. Wallace in 1966.
Taken from [31]. (b) The SiC metal-insulator-semiconductor capacitor (MOSCAP) patented by John W.
Palmour in 1989. Taken from [32]. (c) The SiC power MOSFET patented by John W. Palmour in 1996.
Taken from [33].

asked B.W. Frazier, a professor for mineralogy and metallurgy from Lehigh University in South
Bethlehem, to analyze the “carborundum” crystal [19]. Indeed, Frazier effectively discovered
the polytypism of SiC. Around the same time in 1893, Henri Moissan discovered natural SiC in
a meteorite in the Diablo Canyon, Arizona [20]. As a result, in 1905, George F. Kunz suggested
to term SiC “moissanite” to the honor of Moissan’s discovery [21], which is why the name
“moissanite” is still occasionally in use nowadays.

Most interestingly, the history of light-emitting diodes (LEDs) is also closely linked to
SiC [22]. In 1907, Henry Joseph Round published the first general report of electroluminescence
(EL), whereby his samples where made of SiC (“carborundum”) [23]. His scientific note was
only 24 lines in length, in which he briefly described his observations. Later in 1927, Oleg
Vladimirovich Losev published similar observations [24] followed by other related contributions,
that are summarized in [25].

The first steps towards industrial manufacturing of SiC crystals were done by Jan Anthony
Lely in the year 1955, when he filed a patent of a sublimation growth process for bulk SiC
crystals [26] that is still being used nowadays in industry in a modified version [27]–[30].

This was the start of SiC device development. In 1963, Lloyd F. Wallace filed a patent on
the first reported SiC transistor [31], which basically was a junction field-effect transistor (JFET).
The device is illustrated in Fig. 1.2a. The current flow between the source and drain terminals is
controlled via gate electrodes by changing the spatial spread of the depletion layer. More than a
decade later, in 1977, the first SiC bipolar transistors were presented by W. von Muench [35].

Commercialization of SiC devices was significantly boosted once John W. Palmour, at that
time PhD student at the North Carolina State University, filed a patent in the year 1987 for a SiC
metal-insulator-semiconductor capacitor (MOSCAP), shown in Fig. 1.2b [32]. In the very same
year, together with others, he founded the company Cree Research, Inc. In 1989, Cree Research
even filed a patent for the first SiC LED [36]. Shortly after that in 1992, the company filed a
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Figure 1.3. (a) Temporal evolution of specific on-state resistance of 1200 V commercial SiC MOSFETs.
Redrawn from [34]. (b) Temporal evolution of the cell pitch of 1200 V commercial SiC MOSFETs.
Redrawn from [34].

patent for the first SiC power MOSFET [33]. This device had a vertical design (see Fig. 1.2c and
Section 1.5.2 for more details on such a device design).

In 1991 and 1993, both a 1 kV pn diode and a Schottky-barrier diode (SBD) have been
demonstrated on 6H-SiC [37], [38]. Shortly afterwards in 1995, the superior on-resistance of
SBDs based on 4H-SiC has been shown [39].

Initially, the interface quality between silicon dioxide (SiO2) and SiC was a limiting factor
for the inversion channel mobility in SiC-based MOSFETs, until it was found that an anneal
in nitric oxide (NO) significantly reduces the density of interface defects by roughly a factor
of ten and subsequently also increases the effective channel mobility by roughly one order of
magnitude [40], [41].

In 2001, Infineon Technologies released the first commercial SiC power device, which was a
Schottky diode [42]. In the following, Cree further focused on the commercialization of SiC MOS-
FETs [43], finally leading to the very first lateral commercial SiC power MOSFET CMF20120D
in 2011 [44]. Around the same time, Rohm released its own SiC MOSFET technology [45]. In
the year 2014, STMicroelectronics followed and released their first SiC MOSFET [46], [47]. A
few years later, after Infineon Technologies had initially produced a SiC JFET [48], [49], it finally
released the first asymmetric trench SiC MOSFET, announced at the PCIM Europe 2016 [50].

The commercial vendors of SiC MOSFETs are continuously improving their devices. Fig. 1.3
shows the temporal evolution of both specific on-state resistance and cell pitch, whereby the
former is reduced by a factor of 0.7 within every three years [34]. Consequently, there is a clear
trend towards lower prices and improved performance.

1.3 Silicon Carbide: From the Crystal to the Wafer

In order to understand the working principle of semiconductor devices, it is important to
understand the physical properties of the employed materials. Therefore, this section introduces
the crystal structure of SiC, its polytypism, and its growth techniques. In particular in the context
of defect-related phenomena such as bias temperature instability (BTI), the band structure and
lattice vibrations become important. After having presented them, localized vibrations are
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of the stacking-order of the layers for the example of 4H-SiC.

introduced, that can be created by crystal point defects and become particularly important in
the context of Section 4.4.7.

1.3.1 Crystal Structure

SiC is a stable crystal up to about 2800 K at ambient pressure, however, there is still ongoing
research regarding the stability of the crystal at higher pressure [51]. As described in detail in
any introductory solid state physics textbook, such as from Kittel [52], a crystal structure is
described using a lattice and a basis of atoms. The defining property of a lattice is its translation
invariance. From any point r, there are vectors a1, a2, and a3, such that the arrangement of
lattice points is exactly the same from any other point

r′ = r+ u1a1 + u2a2 + u3a3. (1.6)

Hereby, the scalars u1, u2, and u3 denote arbitrary integer numbers. At each grid point, there is a
basis of atoms that are equally located with reference to each lattice point. The vectors ai are
called primitive, if all points r and r′ from which the arrangement of atoms is identical follow
Equation 1.6. Consequently, the corresponding primitive unit cell, which is the volume spanned
by the vectors ai, contains exactly a single lattice point. Different lattices can be transformed into
other lattices by symmetry operations such as rotation, mirror reflection, and inversion. This
leads to the definition of fundamental lattice types, so-called Bravais lattices. Crystal directions
are indicated using the projected coordinates [hkl] (Miller indices) in the system of the lattice
vectors. Apart from that, crystal planes are indicated by naming the three inverse intersection
coordinates (hkl) with the lattice axes.

For the hexagonal Bravais lattice, it is common to use four so-called Bravais-Miller indices

[hkil] = [hk(−h − k)l] (1.7)

instead of three Miller indices [53]. Analogously, four indices for lattice planes can be defined.
Despite the redundancy of information, this notation considers the hexagonal symmetry. Subse-
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Figure 1.5. (a) The primitive unit cell of a cubic polytype of SiC. (b) The primitive unit cells of three
selected hexagonal polytypes of SiC. The schematics were created using VESTA [60].

quent equivalence of planes can easily be recognized as two equivalent planes are permutations
of each other in the first three indices.

SiC as a crystal exhibits polymorphism, or more precisely polytypism, which means different
polytypes with different primitive unit cells can be created by varying the stacking order of
certain layers [54], [55]. Apparently, both silicon and carbon have four unpaired outer electrons,
leading to the formation of typical sp3-hybridized tetrahedrons of carbon atoms with a silicon
atom in the center. Starting with a hexagonal Bravais lattice (see illustration of primitive unit
cell within conventional unit cell in Fig. 1.4a), the initial layer A is defined as the layer where
the silicon atoms are placed at the (0, 0, 0) position (see Fig. 1.4b). The subsequent positions
of the layers, consisting of tetrahedra, determine the SiC polytype. Apart from the position
related to layer A, the tetrahedra can be placed in the positions associated with layers B and C.
Conventionally, the naming of the different polytypes of SiC is based on the Ramsdell notation
consisting of the number of layers in the primitive unit cell and a letter indicating the Bravais
lattice (C for cubic, H for hexagonal, and R for rhombohedral). Fig. 1.4c exemplarily shows
the stacking order of 4H-SiC. The primitive unit cells of a selection of polytypes are shown in
Fig. 1.5.

As can be seen in Fig. 1.5, there are layers in the primitive unit cell that have different
local symmetry leading to inequivalent lattice sites for the polyhedra. 3C-SiC has only cubic
symmetry sites, whereas 2H-SiC has only hexagonal symmetry sites. However, 4H-SiC has both
a local cubic symmetry as well as a hexagonal symmetry site. This inequivalence of lattice sites
has an impact on doping levels [56] and bulk defect levels [57]–[59]. In 6H-SiC, there is even a
second cubic symmetry site.

Regarding applications in electronics, the polytypes 3C-SiC, 4H-SiC, and 6H-SiC turned
out to be most suitable. Although the thermal properties of the polytypes are similar, e.g. the
thermal conductivity is always in the range 3.3 – 4.9 W cm−1 K−1 [55], the band structure and
hence the electrical properties differ strongly. Consequently, the SiC base material for electronic
devices has to be of a single polytype only. As will be outlined in Section 1.3.2, growing a SiC
crystal of a single polytype was one of the challenges for the manufacturability of SiC-based
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Polytype a [Å] c/n [Å] inequiv. sites EG [eV] µ∥c / µ⊥c[cm2 V−1 s−1]
3C 4.359 – 1 2.38 750
2H 3.076 2.524 1 3.33 –/–
4H 3.081 2.521 2 3.26 800/800
6H 3.081 2.520 3 3.02 60/400

Table 1.2. Lattice constants, number of inequivalent lattice sites, bandgap EG, and electron mobilities
parallel (∥) and perpendicular (⊥) to the c-axis of selected SiC polytypes. The mobility refers to a
donor-doping concentration of 1016 cm−3. The lattice constants are a = |a1| = |a2| and c = |a3| and
n is the number of SiC bilayers. Data taken from [61]–[66].

devices in the past. As can be seen in Table 1.2, with regard to the electron mobility, 4H-SiC has
proven to be the most suitable polytype, particularly in comparison to 6H-SiC with its strong
anisotropy in electron mobility.

1.3.2 Crystal growth

Bulk growth of SiC boules is not easy. The state-of-the-art industrial method for bulk growth
is the seeded sublimation growth (modified Lely method) with which the production of high-
quality crystals has been achieved [67]–[69]. The growth system is based on a graphite crucible,
which also works as a susceptor for inductive heating [70]. The crucible is surrounded by a
double-wall quartz tube and the inductive heating coils. Additionally, it is loaded with SiC
charge material. After degassing, the crucible is flooded with argon while maintaining vacuum
pressure conditions, followed by heating up to a operation temperature of 1800 – 2600 ◦C [28],
[70]. The SiC charge material sublimes and decomposes into the species Si, C, Si2C, and SiC2,
which are subsequently transferred to the seed where the material crystallizes [70]. The seed is
either a high-quality platelet or a wafer from a previously manufactured boule. Furthermore, the
temperature distribution which also heavily influences the spatial growth behavior is adapted by
changing the position of the heating coils, while pre-knowledge about the explicit dependencies
from computer simulations is required [70], [71]. Doping of the bulk crystal, predominantly via
the use of nitrogen for n-doping and aluminum for p-doping, is achieved by either adding the
dopants to the SiC charge material or by inserting it in a gaseous form [72]. The growth of bulk
4H-, and 6H-SiC has been achieved by the modified Lely method [68], [73], however, the growth
of 3C-SiC is challenging because it transforms into hexagonal polytypes beyond 2000 ◦C and
requires a high vapor-concentration of Si [74]–[76]. Consequently, 3C-SiC does not yield suitable
quality at adequate growth rates, however, it can be grown heteroepitaxially on Si-substrates,
e.g. for the fabrication of pn-diodes [77], [78].

Apart from heteroepitaxy of 3C-SiC on Si-substrates, high-quality homoepitaxy is an es-
sential prerequisite for electronic device fabrication. This can be realized using chemical vapor
deposition (CVD), with silane as Si source and a hydrocarbon as C source, and the so-called
“step-controlled epitaxy”, which in particular works with both 4H- and 6H-SiC [79], [80]. The
latter is based on off-orientation of the {0001} substrates by a small angle, typically 0.1 – 10◦. The
off-oriented substrate allows to transfer the full information on the crystal structure, including
the specific polytype, from the substrate to the epitaxial layer. In situ doping of the epitaxial layer
can be achieved by adding gases containing the respective dopants: nitrogen or phosphorous
(PH3) for n-type doping and trimethyl aluminum or diborane (B2H6) for p-type doping [81].
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Figure 1.6. (a) The band structure of 4H-SiC obtained by theoretical density functional theory (DFT)
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4H-SiC indicating the symmetry points from (a). (c) Phonon dispersion in 4H-SiC. Redrawn from [86].

Apart from varying the flow of the respective gas, the doping concentration of the epitaxial layer
can be altered by changing the Si/C ratio, which is referred to as “site-competition epitaxy” [82].

In summary, 4H-SiC appears to be the polytype of choice for electronic applications because
of the high critical electric field (see Table 1.1), good isotropic electron-mobility (see Table 1.2)
and its excellent manufacturability in both bulk crystal growth and epitaxial layer growth.
Indeed, 4H-SiC is therefore the polytype that is most frequently used in industry [66], [83]. As a
consequence, the following chapters will exclusively discuss the 4H-SiC polytype.

1.3.3 Band Structure

4H-SiC is an indirect semiconductor, which means the conduction band minimum and the
valence band maximum are separated in reciprocal space. The band diagram is illustrated in
Fig. 1.6a, whereas the corresponding symmetry points are illustrated in Fig. 1.6b. The conduction
band minimum is located in the M-valleys, whereby the indirect bandgap was measured to
be 3.26 eV [64]. Band-to-band transitions between conduction band minimum and valence
band maximum hence require additional quasi-momentum provided either by absorption
or emission of a phonon, which means that band-to-band optical absorption and emission
is suppressed [84, Chapter 3.4]. Typically, light emission in indirect semiconductors occurs
therefore via recombination centers that are energetically located inside the bandgap.

1.3.4 Lattice Vibrations

Aside from electronic properties, vibrational properties are important with regard to ther-
mal activation in charge transfer reactions. The N atoms in a crystal can vibrate around their
equilibrium positions in harmonically approximated Born-Oppenheimer potentials with the
corresponding Hamilton operator

Ĥ =
N

∑
i=1

�
p̂i

2

2mi
+

1
2

κiq2
�

(1.8)
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with displacement q and force constants κi [87, Chapter 2]. The behavior of lattice vibrations
can indeed be described as a system of 3N independent harmonic oscillators. Collective lattice
vibrations are quantized in energy [52, Chapter 4], which leads to the definition of phonon
quasi-particles with energy h̄ω. A vibrational mode with energy

ϵ = h̄ω

�
n +

1
2

�
(1.9)

is consequently occupied by n phonons [87, Chapter 4]. Furthermore, the occupancy of the
vibrational modes follows Bose-Einstein-statistics with average occupancy

n̄
�
h̄ω

�
=

1

exp
�

h̄ω

kBT

�
− 1

. (1.10)

As in the case of 4H-SiC, if the crystal basis contains more than 1 atom, several branches appear
in the phonon dispersion relation that are referred to as optical and acoustical phonon branches.
In 4H-SiC, they could be determined experimentally. Besides the use of Raman scattering
experiments [88], the entire Brillouin zone can be experimentally accessed via inelastic x-ray
scattering [86], [89]. In agreement with theory, these experiments show that the maximum energy
of the various phonon modes in 4H-SiC is close to 120 meV (see Fig. 1.6c), which is far away
from kBT ≈ 26 meV at 300 K (n̄

�
120 meV

� ≈ 0.01). As will be outlined in the following section,
there are vibrational modes with even higher energies than the highest phonon mode. The
aspect that systems at typical temperatures are in their vibrational ground state becomes then
important in Section 4.4.

1.3.5 Localized Vibrations

Apart from collective lattice vibrations, crystal point defects can introduce so-called local
vibrational modes (LVMs) [90]. These vibrations are localized in real space while they are
delocalized in reciprocal space.

For the introduction of the concept of LVMs, consider a linear chain of silicon atoms with
lattice constant a, spring constant k, and mass mSi that gives a dispersion relation in a classical
calculation of

ω2
mono = ω2

mono,max sin2
�

qa
2

�
(1.11)

with ωmono,max =
√

4k/mSi and the reciprocal lattice coordinate q [52]. The corresponding energy
h̄ωmono is plotted in Fig. 1.7a, which exhibits a single branch.

In contrast to that, a diatomic chain of silicon and carbon atoms with the same spring
constant k and lattice constant a gives two branches, the optical and acoustical branches, that
are plotted in Fig. 1.7a. The dispersion relation is given by

ω2
diatomic = kµ ± k

 !!!�
µ2 −

4 sin
�

qa
2

�
mSimC

(1.12)
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Figure 1.7. (a) The dispersion relations of the one dimensional monoatomic chain, the diatomic chain
and the energy of an exemplary LVM of a defect atom with a mass of five times the mass of a hydrogen
atom. (b) The dependence of the energy of the LVM on the defect mass.

with µ =
�
mSi + mC

�
/
�
mSimC

�
[52]. In three dimensions with p atoms in the basis, there are 3p

branches in total, consisting of 3 acoustical and 3p − 3 optical branches.
So far, the considered vibrational modes were collective lattice vibrations related to phonons.

Consider again the monoatomic chain of silicon atoms and replace one of the silicon atoms in
the chain by another atom with mass mdefect. This can be considered as a point defect. This point
defect then introduces an additional vibrational mode [90], the LVM with a frequency following

ω2
LVM = ω2

mono,max
m2

Si

2mSimdefect − m2
defect

. (1.13)

Hereby, ωLVM will be higher than ωmono,max, if mdefect < mSi. The corresponding energy of the
LVM for mdefect = 5mH with mH being the mass of a hydrogen atom, is indicated in Fig. 1.7a.
Apparently, the LVM has a much higher energy than the maximum phonon mode in the
monoatomic chain. Fig. 1.7b shows the dependence of the LVM on mdefect. The energy increases
with decreasing mass of the defect atom. The energy can easily exceed the maximum phonon
frequency by a factor of two or more.

These LVM modes of high energy are known in many material systems featuring various
complexes [90]. Most importantly, they have been intensively investigated in a number of
polytypes of bulk SiC, both experimentally [91]–[97] as theoretically [98]–[100]. For instance,
6H-SiC exhibits LVMs with energies up to 247 meV related to zero-phonon lines (ZPLs) in the
range between 2.36 – 2.47 eV [93].

(Csp,k) (Csp,h)
111.3 122.5
186.6 124.1

– 192.9
Table 1.3. Calculated energies in meV of various LVMs in 4H-SiC associated with asymmetric carbon
split-interstitials. Data taken from [101].

In particular, carbon cluster defects have been investigated as the origin of the various
LVMs in SiC [93]. There are various types of carbon clusters, whereby each type of carbon cluster
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has a set of LVMs. The basic building block of these defects is the carbon split-interstitial, where
two carbon atoms share a carbon lattice site [101]. Depending on its charge state, it exists in a
symmetric or an asymmetric configuration. Due to the inequivalence of lattice sites in 4H-SiC,
discussed in Section 1.3.1, the split-interstitial can either be at a hexagonal or a cubic lattice site.
Of course, the lattice site affects the energy of the LVMs, which are listed for the asymmetric
configuration in Table 1.3 for the carbon isotope 12C. The energies range up to 192.9 meV. Note
that the energy of the LVM depends on the involved carbon isotopes, which can lower the
energies with increasing mass by several millielectronvolt. Furthermore, even higher energies of
219.2 meV and 183 meV were calculated for the symmetric configuration in the 2+ and neutral
states, respectively [98], [99], [101].

(Csp)2,kk (Csp)2,hk,cub (Csp)2,hh (Csp)2,kk,lin (C2)Si,k (C3)Si,k (C4)Si,k [(C2)Si]2,kh [(C2)Si]2,hh
123.7 128.0 134.9 117.1 102.3 119.0 113.4 114.4 114.3
126.3 161.3 159.9 120.2 119.7 130.2 114.3 119.6 120.4
159.3 167.1 168.1 160.0 135.0 154.0 114.5 132.2 130.8
164.6 189.1 191.5 167.0 139.1 182.3 120.3 147.0 145.7

203.2 178.0 254.9 200.1 160.2 159.7
201.5 162.4 161.8
204.3
240.7

Table 1.4. Calculated energies in meV of various LVMs in 4H-SiC associated with different carbon
clusters. Data taken from [101].

The interstitials discussed above can aggregate and form larger carbon clusters, such as
the di-interstitial complexes (Csp)2,kk, (Csp)2,hk,cub, (Csp)2,hh, and (Csp)2,kk,lin [101], [102]. Their
properties depend on the properties of the building blocks. For instance, (Csp)2,kk is a complex
of two neighboring split interstitials at cubic lattice sites. Besides di-interstitials, it can occur
that a carbon antisite serves as a growth center for carbon clusters. This includes the dicarbon
antisite (C2)Si,k, where two carbon atoms replace a silicon atom of the crystal. Similar to the
formation of di-interstitial clusters by split interstitials, dicarbon antisites can cluster and form
dicarbon-antisite pairs, such as [(C2)Si]2,kh and [(C2)Si]2,hh. Besides that, a dicarbon antisite can
capture carbon interstitials, forming antisite complexes such as (C3)Si,k and (C4)Si,k of three
and four carbon atoms, respectively. Table 1.4 shows the calculated energies of LVMs of the
mentioned carbon clusters in 4H-SiC. Energies up to 254.9 meV are reached.

1.4 Applications of Silicon Carbide Devices

As already pointed out in Section 1.1, SiC-based devices feature much lower switching
losses compared to Si-based technologies. The reason is the higher critical electric field strength
(see Table 1.1), that allows SiC devices of the same voltage and on-state resistance class to be
designed smaller in size, which in turn reduces parasitic capacitances. The benefit of a reduction
in parasitic capacitance particularly appears at high switching frequency (see Fig. 1.1).

Applications with high switching frequency and high power density can be found in power
conversion circuits, unavoidably present in electric vehicles and numerous green industrial
power applications. These comprise solar inverters, uninterruptible power supplies, railway
traction inverters, electric vehicles, induction heating, or solid state transformers [104]. Consider
the example of a full bridge DC-DC converter circuit, as illustrated in Fig. 1.8. This circuit
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Figure 1.8. Full bridge DC-DC converter circuit. Redrawn from [103].

converts a DC input voltage Vin into a DC output voltage Vout [105]. It consists of a first DC-AC
stage converting the DC input into an AC voltage at the left-hand side of the transformer. This
stage uses four MOSFET switches (S1 to S4) that are continuously switching at high frequency
between their conductive and non-conductive states. Switch S1 switches synchronously with
switch S4, and switch S2 switches synchronously with switch S3. Consequently, the transformer
receives an AC voltage with levels +Vin and −Vin, which is subsequently transformed according
to the winding ratio of the transformer. On the right-hand side of the transformer, the resulting
AC voltage is rectified and finally passes a low-pass LC-filter. Thanks to the mentioned reduced
parasitic capacitances, replacing the Si-based MOSFETs and diodes by SiC-based technology
reduces the total loss by around 40 % [106]. Furthermore, for providing the same junction
temperature, the cooling components of the SiC-based system can be reduced by 54 % in size
and weight. This is supported by the high thermal conductivity of 4H-SiC (see Table 1.1). Finally,
a higher switching frequency generally enables the choice of a smaller inductive component in
the LC-filter. In summary, SiC-based power conversion systems feature a smaller size, lower
weight and increased efficiency.

1.5 The Designs of Modern Silicon Carbide Field-Effect Transistors

There are several possibilities to design 4H-SiC power MOSFETs, however, they all have
in common the underlying MOS structure. Differences arise e.g. from the choice of deposited
versus thermally grown oxide and the crystal interface of SiC, along which the conducting
channel is formed. Thermally grown oxides have shown a higher density of interface defects,
they are less robust with respect to dielectric breakdown and feature a lower channel mobility
[107]. 4H-SiC MOSFETs typically have their channel formed either along the (0001) or the (112̄0)
crystal plane. The latter has the highest inversion channel mobility compared to other crystal
planes [108], [109], including the (0001) plane [110].

For the design of a MOSFET, the band offsets at the the channel interface are important,
because they affect the gate leakage current, e.g. via Fowler-Nordheim tunneling [111], [112].
The band alignment for the 4H-SiC/SiO2 interface is illustrated in Fig. 1.9a. Note that the offsets
for both the valence and conduction bands are very similar, so that the bandgap of 4H-SiC
is well-centered in the middle of the bandgap of SiO2. Consequently, the potential barrier for
Fowler-Nordheim tunneling of electrons and holes from 4H-SiC to SiO2 is similar.

13



CHAPTER 1. INTRODUCTION

4H-SiCSiO2

E = 8.9 eVG

EC

EV

EC

EV

E = 3.26 eVG

2.7 eV

2.9 eV

4H-SiC
n-dopants p-dopants

N P B Al

61/128 meV 60/120 meV

280 meV 198/201 meV E
=
3.
26
eV

G

(a) (b)
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gate, but with vertical current flow. Redrawn from [113].

Of course, doping of 4H-SiC is a prerequisite to design a working MOSFET. Fig. 1.9b shows
the ionization energies of four different dopants, two for n-type doping and two for p-type
doping. As mentioned in Section 1.3.1, 4H-SiC features lattice sites of either cubic or hexagonal
symmetry, which gives rise to two different ionization energies of doping impurities [56].
Typically, commercially available power MOSFETs based on 4H-SiC are n-channel MOSFETs,
meaning the channel region is p-type doped. The different designs are presented in the following
sections.

1.5.1 The Planar Designs

The planar designs of SiC MOSFETs feature a lateral gate oxide, such that the 4H-SiC/SiO2

is formed at the (0001) crystal plane. The simplest device design is the lateral MOSFET with a
lateral current-flow (see Fig. 1.10a). Source and drain terminals are on the upper side of the chip
with the gate terminal in the center. Its related power device with a vertical current-flow is the
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channel regions are indicated by black dots. Redrawn from [45]. (b) The asymmetric trench design.
Redrawn from [113].

double-diffused MOSFET (DMOSET), illustrated in Fig. 1.10b. Each gate terminal operates two
p-type regions where the channels are formed. Furthermore, this structure features two vertical
body diodes per cell, which are the vertical pn junctions at the right and left-hand side of the
cell that connect source and drain. This is the cell concept of many commercially available SiC
power MOSFETs [114], [115]. However, the lateral gate hinders strong down-scaling of the cell
structure [108].

1.5.2 The Trench Designs

In contrast to the planar designs, the trench MOSFETs (UMOSFETs) have a vertical trench
gate, which allows down scaling of the cell size. As for the DMOSET, the current-flow is vertical
with the drain terminal at the backside of the chip. Among the UMOSFETs, the double-trench
MOSFET features two channels per cell (see Fig. 1.11a). The channels are located vertically
along the left and right-hand side of the trench. Apart from the gate trench, there are also
source trenchs at the sides of the cell with the vertical body diodes underneath. This concept
is employed in commercial SiC MOSFETs with low specific on-state resistance [45]. However,
having two channels along the trench unavoidably means that the crystal planes for the left and
right-hand side channel differ and therefore have different properties [108].

This drawback of having two different crystal planes for the different channels is eliminated
with the asymmetric trench design, shown in Fig. 1.11b. Here, the channel is formed exactly along
the (112̄0) crystal plane. As mentioned above, this plane features the best inversion channel
mobility. Furthermore, the asymmetric trench MOSFET does not have the source trenches of the
double-trench MOSFET. The asymmetric trench MOSFET is also a commercially realized design
[108], [113].
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1.6 Reliability of Silicon Carbide Field-Effect Transistors

The term reliability, as generally defined in the IEEE 100 The Authoritative Dictionary of
IEEE Standards Terms, means: “The ability of an item to perform a required function under
stated conditions for a stated period of time” [116]. In general, the targeted application dictates
all of the three factors: function, conditions and the period of time. In the specific case of a
MOSFET, the function is to switch between blocking and non-blocking state, which is switching
between inversion and depletion or accumulation. This includes the stability of the entire device,
including its characteristic parameters, such as threshold voltage (Vth), Ron, etc. The set of
conditions generally includes any condition that might affect any physical mechanism that
could lead to the failure of a device. Typical quantities that are considered in reliability physics
are temperature, voltage (including electric field, switching frequency, transition times, etc.),
humidity, ionizing radiation, and mechanical stress. The specified period of time is usually given
by the life cycle of the application or product, that contains the MOSFET. This could be a battery
electric vehicle or an inverter system for a solar power plant. Ideally, the lifetime of the MOSFET
exceeds the life cycle of the application.

Besides hard fails, e.g. a short between the gate and source terminals, there could be
violations of the mentioned parameter stability. In the following, typical reliability issues in SiC
MOSFETs related to the gate oxide, the body diode, and the SiC/SiO2 interface are discussed.

1.6.1 Gate Oxide Reliability

The reliability of the gate oxide is a intensively discussed topic for SiC MOSFETs [108],
[117], [118]. Initially, there were concerns about a possibly worse intrinsic reliability compared to
Si devices, caused by the lower band offsets from SiC to SiO2 (see Fig. 1.9a) [119]. These reduced
band offsets would lead to a higher Fowler-Nordheim tunneling current [111], which was related
to gate oxide reliability [120]. Furthermore, some researchers reported that early failures in
DMOSETs with thermally-grown oxides could be caused by trap-assisted tunneling [121] and
probably depend more on the oxide growth conditions than on SiC defects [122].

Meanwhile, it has been found that SiC MOSFETs can basically achieve a performance
in gate oxide reliability that is comparable to Si-based technology, upon extensive process
improvements [117], [123]–[125]. Effectively, the intrinsic behavior equals the intrinsic behavior
of Si-based devices. The extrinsic branch is of greater importance and could be caused by any
type of defect that can be intuitively understood as a local thinning of the gate oxide [126].
Indeed, SiC MOSFETs show a roughly three to four orders of magnitude higher extrinsic
defect density compared to Si-based devices, but aside from just reducing the extrinsic defect
density, this can be very efficiently tackled by using gate oxide screening techniques [117]. These
techniques are used to identify devices failing early and remove them from the total population.

1.6.2 Bipolar Degradation of the Body Diode

An important degradation mechanism in SiC MOSFETs is bipolar degradation of the
body diode [127]. The very first investigations have been conducted by ABB Research, starting
with the observation of dislocations in pn junctions [128]. The dislocations grew upon current
injection and showed electroluminescence around 425 nm. Later, this has been investigated
more prominently as a degradation of the diode, where the forward current leads to an increase
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in forward voltage [129]. This was then assigned to stacking faults of the 4H-SiC basal plane
that reduce the carrier lifetime. There were considerable device-to-device variations in the
forward voltage drift dynamics and it was found that this effect accelerates with both current
and temperature [130]. At this early time of SiC device development, the degradation was
observed in material from all manufacturers [131]. It is important to note that besides bipolar
devices, also MOSFETs are affected because of their internal body diode [132]. In addition to
an increasing forward voltage of the body diode, the degradation can lead to a higher leakage
current in the blocking state. The underlying stacking faults can experimentally be made visible
by imaging electroluminescence around 450 nm [133]. In contrast, partial dislocations show light
emission around 700 nm. The activation energy of the stacking fault growth was determined to
be 0.27 eV, which deviated by about 2.2 eV from the expected value of 2.5 eV. It was therefore
concluded that the so-called recombination-enhanced defect glide (REDG) [134] causes the
propagation of the stacking faults, which is basically a variant of recombination-enhanced defect
reactions (REDRs). Over time, countermeasures have been developed to mitigate this reliability
phenomenon [135].

1.6.3 Bias Temperature Instability

The general term BTI encompasses the change of any device parameter upon the application
of a gate bias, mostly at elevated temperature up but not limited to 200 ◦C. BTI has been known
for a long time, predominantly as negative bias temperature instability (NBTI) in Si-based MOS-
FETs [136], [137]. Despite discussions about a part of the underlying physical mechanism [138],
whether it is reaction or diffusion limited, the underlying physics is basically related to gener-
ation of charge traps at or close to the semiconductor-insulator interface and charge trapping
in preexisting charge traps [139]–[142]. These charge traps are point defects located in the bulk
insulator (bulk defects), in the bulk insulator close to the semiconductor-insulator interface
(border defects), or directly at the semiconductor-insulator interface (interface defect). So far, the
physics of trapping and detrapping processes were considered to be exclusively non-radiative
and described by the non-radiative multiphonon (NMP) theory [143], which will be described
in detail in Section 2.1.2.

The fact that the time constants, related to the activation energies, of both charge capture and
emission are distributed over multiple decades in time led to the modeling approaches based on
capture-emission-time (CET) and activation energy (AE) maps [144], [145], which have proven
useful for the understanding of various BTI-related phenomena, such as its occurrence during
AC gate bias [146]. Furthermore, it allows to analytically describe and model BTI [147]. Physically
more accurate modeling approaches were based on a two-state NMP model, implemented in a
compact-physics framework (Comphy) [148].

Over the past two decades, the understanding of BTI in SiC MOSFETs has been catching up
to the one in Si-based devices [149]. BTI was soon discovered in SiC based devices as well [150],
[151]. Typical n-channel SiC MOSFETs show both positive bias temperature instability (PBTI)
and NBTI and the underlying parameter dependencies are comparable to Si-based devices [152].
As for Si, modelling the wide distributions of time constants can be achieved by using the
concept of CET and AE maps [153]–[155]. Comphy, previously used for Si devices, also describes
the physics of BTI in SiC devices [156], [MFJ1]. Additionally to the usual long-term degradation,
there is a significant amount of short-term trapping and detrapping of charges that dynamically
affects Vth. Caused by a hundred times higher density of interface defects with respect to the
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Si/SiO2 interface [157], [158], this short-term component leads to a hysteresis in any device
characteristic, including the transfer and capacitance-voltage (CV) characteristics [159], [MFC1].

1.7 Motivation for This Work

As outlined in the previous sections, 4H-SiC MOSFETs do not only have a high potential
for power conversion applications, they are currently revolutionizing power electronics by
enabling higher power conversion efficiency at reduced weight and size. Although they are
hidden behind the encasing of many green products, such as electric vehicles or wind turbines,
SiC MOSFETs are an essential part of a global transformation towards compact and energy
efficient use of green technologies.

Within this inspiring context, this work intends to contribute to the understanding of SiC
device reliability and the related physical processes occurring at the 4H-SiC/SiO2 interface.
Given the fact that these devices are already in mass production and built in many purchasable
products, the understanding of the device physics is already quite advanced. Indeed, there
are many similarities to Si-based MOSFETs, however, there are still a number of peculiarities
that need to be understood in greater detail. These peculiarities are mostly related to this high
density of interfacial point defects that also constitute the recoverable component of BTI. Besides
studying their behavior in typical reliability experiments, the premier goal is to identify these
defects and to reveal their nature in order to either mitigate them or characterize them in a better
fashion.

First, it was studied how this recoverable component influences the acceleration of BTI
experiments at higher temperature. This is embedded in the context of a broader study on
single-value activation energies in both Si and SiC-based MOSFETs. These single-value activa-
tion energies have been widely employed by scientists to discuss the underlying physics of BTI
and model its temperature dependence. However, they can at best be an approximation and
have to be used carefully. Among other things, analytic approximations for their dependencies
on measurement parameters are presented. Afterwards, the reproducibility of parameter mea-
surements is investigated with regard to the impact of the recoverable component on transfer
characteristics and Vth measurements.

As discussed in Section 1.4, SiC MOSFETs are primarily used in applications where they are
continuously switched between their conductive and non-conductive state at high frequencies
up to hundreds of kilohertz. This is precisely the operating mode where the advantages of these
devices discussed in Section 1.1 come into play. However, as presented over the course of this
work, this operation mode triggers physical processes at the SiC/SiO2 interface that have never
been observed in such a fashion in Si-based devices. First, the switching of the gate terminal,
while keeping drain and source terminals grounded, leads to a significant drift of Vth that by
far exceeds the drift observed in DC experiments. This mechanism has recently been termed
gate switching instability (GSI) and is investigated in the course of this work with the goal to
reveal the underlying physical processes that lead to this increased Vth drift. The results were
then used to deduce a model that is consistent with all experimental findings.

Besides GSI, there is another phenomenon related to the switching of the gate terminal, while
keeping drain and source grounded. In fact, this switching leads to emission of light, or rather
photons, from the SiC/SiO2 interface. These photons must be created by defect-assisted electron-
hole recombination and must therefore convey precise information on the involved interface
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defects. In the course of this work, the experimental methodology to analyze these photons
created in fully-processed SiC power MOSFETs is developed and presented. This includes an
approach to measure the light emission from single gate-source voltage transitions and link it to
transient shifts in Vth. Besides that, optical spectroscopy and time-gated optical spectroscopy
are used to analyze the energy spectrum of these photons, which allows a comparison between
experiment and results from ab-initio calculations based on density functional theory (DFT).

Chapter 2 starts with an introduction to the physics of charge trapping and detrapping. This
includes non-radiative transitions, following Shockley-Read-Hall (SRH) theory, NMP theory,
and REDRs, but also radiative transitions which lead to the emission of photons. Besides that,
the competition between non-radiative and radiative transitions is discussed.

Afterwards, Chapter 3 presents the experimental methods used to investigate the trapping
and detrapping kinetics at the semiconductor-insulator interface. This includes conventional
electrical characterization techniques, such as the transfer characteristic and the impedance
measurement, whereby the latter yields the well-known CV and conductance-voltage (GV)
characteristics. But also more advanced measurement techniques, such as ultra-fast Vth measure-
ments and the charge pumping technique are presented. Finally, the electrical characterization
techniques are complemented by the optical approaches, including the measurement of photon
emission by single VGS-transitions, optical spectroscopy, and time-gated optical spectroscopy.
Also a short outline of photon emission microscopy is provided.

Chapter 4 will then present the measurements, results, explanations, and physical models
obtained during the course of this work. This starts with the single-value, apparent activation
energies and the recoverable component and its impact on device parameter measurements.
The most important chapters are about the novel degradation mechanism GSI, followed by the
results obtained by studying the light emission under gate switching.

Finally, Chapter 5 provides a summary of all results and gives an outlook on possible future
research directions.
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Chapter 2
The Physics of Charge Trapping in Defects
and Defect-Assisted Recombination

This chapter introduces the physics of radiative and non-radiative trapping, detrapping,
and recombination processes that can occur at the semiconductor-insulator interface of a metal-
oxide-semiconductor field-effect transistor (MOSFET). First, the non-radiative transitions in
the framework of Shockley-Read-Hall (SRH) theory and non-radiative multiphonon (NMP)
theory are introduced. Besides these two commonly-known theories in the context of bias tem-
perature instability (BTI), the mechanism of recombination-enhanced defect reactions (REDRs)
is presented. It is known from bipolar degradation as recombination-enhanced defect glide
(REDG) (see Section 1.6.2), but even more important, it turned out in the course of this work that
REDRs might play an important role in the context of the recently discovered gate switching
instability (GSI). Finally, the physics of radiative-transitions featuring the emission of photons is
introduced.

2.1 Non-Radiative Transitions

In the context of BTI and trapping and detrapping of charge carriers at the semiconductor-
insulator interface, all processes have always been considered to be non-radiative, meaning
that no processes that involve the emission or absorption of a photon are involved [140]. In this
section, the two prevalent theories for non-radiative charge transitions, the SRH theory and the
NMP theory, are presented. Finally, the mechanism of REDRs is outlined.

2.1.1 Shockley-Read-Hall Theory

As pointed out in the previous section, the SRH theory was originally introduced to de-
scribe defect-assisted electron-hole recombination in bulk semiconductors [160] and explain its
temperature-dependent impact on the carrier lifetime [161]. The recombination process was
described by rate equations of trapping and detrapping events of charge carriers, which is
illustrated in Fig. 2.1a. Electrons could be captured from the conduction band and be emitted
back. The same behavior is assumed for capture and emission of holes in interaction with
the valence band. SRH theory proposes that the capture processes occur with a probability
cn/p = vthσ (for an empty trap and an occupied band state) with the mean thermal velocity
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Figure 2.1. (a) Illustration of the trapping processes described by the original SRH model [160].
(b) Illustration of trapping processes described by the adapted SRH model for BTI.
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given by the Maxwell–Boltzmann distribution [87] and a cross section σ.

In contrast to the capture process, during the emission process, a charge carrier must overcome
the energy difference between the trap level ET and either the conduction band or valence band
states, respectively. Neglecting in a crude approximation the occupancy of the states in the
valence and conduction bands, the emission probabilities of electrons and holes are simply
given by eSRH

n = vthσ exp
�−�

EC − ET
�
/
�
kBT

��
and eSRH

p = vthσ exp
�−�

ET − EV
�
/
�
kBT

��
, re-

spectively [160]. Here, EC and EV are the conduction and valence band edges, respectively. In
other words, electrons fall down and holes bubble up in energy at a certain capture rate, whereas
they have to overcome an energy barrier to get back to the bands again.

The SRH model has been adapted in the past to describe the trapping and detrapping
kinetics occurring in pn junctions [162], in random-telegraph noise (RTN), and BTI at the
semiconductor-insulator interface [163], [164]. For BTI, the model was essentially extended by
a tunneling factor to account for defects located at a certain distance from the channel in the
insulator. Based on a few simplifications, the basic behavior of the SRH model for BTI can be
obtained [140]. For simplicity, the validity of Boltzmann statistics is assumed, where the hole
concentration in the valence band p and the electron concentration in the conduction band n
follow

p = NV exp
�
−EF − EV

kBT

�
(2.1)

n = NC exp
�
−EC − EF

kBT

�
(2.2)

with NC and NV being the effective densities of states in the conduction and valence band,
respectively. Hereby, EF is the Fermi level. To account for the charge transfer into a defect state
located at a distance x away from the interface, a tunneling factor based on the Wentzel-Kramers-
Brillouin (WKB) approximation

θ = exp
�
−4

√
2m

3h̄qF
��

qϕ − E
�3/2 − �

qϕ0 − E
�3/2�� ≈ exp

�
− x

x0

�
, x0 =

h̄�
2mϕ

(2.3)

22



2.1. NON-RADIATIVE TRANSITIONS

was used which can be condensed down to an exponential factor by the use of a Taylor ap-
proximation. Hereby, m is the tunneling mass, F is the electric field, ϕ the energy barrier at the
interface and ϕ0 the barrier at the location of the defect. For hole traps located above the valence
band edge the rates follow

kVB
c = pvthσ0θ and (2.4)

kVB
e = NVvthσ0θ exp

�
−ET − EV

kBT

�
(2.5)

whereas hole traps underneath the valence band edge follow

kVB
c = pvthσ0θ exp

�
−EV − ET

kBT

�
and (2.6)

kVB
e = NVvthσ0θ. (2.7)

In these equations, σ0 is the capture cross section. For electron traps, the rates follow

kCB
c = nvthσ0θ and (2.8)

kCB
e = NCvthσ0θ exp

�
−EC − ET

kBT

�
(2.9)

for those located underneath the conduction band edge and

kCB
c = nvthσ0θ exp

�
−ET − EC

kBT

�
and (2.10)

kCB
e = NCvthσ0θ (2.11)

for those located above the conduction band edge. Again, the essential behavior of the SRH
model is that electrons fall down and holes bubble up.

The widely distributed time constants faced in BTI experiments have been explained by
the spatial distribution of the defects within the insulator [165]–[167]. However, this could be
disproved, because scaled MOSFETs with a very thin gate oxide (1.4 nm) can exhibit time con-
stants that are well above the tunneling limit predicted by the tunneling-based SRH model [168],
[169]. Nevertheless, the SRH model partly works for some experiments, which was recently
investigated by Ruch et al. [170].

2.1.2 Non-Radiative Multiphonon Theory

Tunneling of charge carriers alone, as used in the SRH theory, cannot explain the widely-
distributed time constants observed in BTI experiments [168]. This could later be resolved by
NMP theory, which incorporates the potential energy associated with the reconfiguration of a
defect within its environment or host lattice upon capture and emission of a charge carrier [171]–
[173]. Similar to SRH theory, NMP theory was initially used to describe trapping and recombina-
tion of charge carriers in bulk crystals. In physical chemistry, the mechanism is well-known in
the context of charge transfer reactions [174], [175] and was first postulated by Marcus [176],
who received the Nobel Prize for it in 1992 [177]. This theory was first used to describe RTN
associated with trapping of charge carriers in MOSFETs by Kirton and Uren [178] and later ex-
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Figure 2.2. (a) Configuration coordinate diagram comparing the adiabatic (upper) and the diabatic
(lower) potentials. (b) Configuration coordinate diagram of an electron trap interacting with the
conduction band. State 1 shows the case of the electron being in the conduction band and case 2 is
the electron trapped in the defect. The dashed potential indicates the case of a more negative bias
compared to the solid potential. While for the solid potential trapping dominates over detrapping, for
the dashed potential this is the other way around.

tended to describe most reliability phenomena, including BTI, RTN, and trap-assisted tunneling
(TAT) [140], [143], [179].

In order to describe the quantum mechanical process of trapping or detrapping events in
a MOSFET in the framework of NMP theory, it requires a series of simplifications of the full
Schrödinger equation that comprises all degrees of freedoms and interactions between electrons
and the nuclei of the system [143]. First, the well-known Born-Oppenheimer approximation (or
adiabatic approximation) is employed [180], [181], assuming that the electrons move consid-
erably faster than the nuclei, which allows to factorize the wave function and use the nuclear
coordinates as a parameter for the electronic part. The resulting electronic Schrödinger equation
features a Hamiltonian Hel and a corresponding basis ψk

��
Xq

��
, whereby

�
Xq

�
is the set of

nuclear coordinates. The Hamiltonian has a potential that is referred to as the adiabatic potential
energy surface (PES) [143]. Effectively, this PES depends on 3N degrees of freedom and is thus a
3N-dimensional hypersurface. A minimum-energy reaction path on this multidimensional PES
can be determined between two local minima (two states) connected by a saddle point [174],
[182]. In a first-order approximation, the reaction can then be described by an effective reaction
coordinate q that parametrizes the minimum-energy reaction path [174].

The transition rate along the minimum-energy reaction path can be described by

k = k0 exp
�
− E‡

kBT

�
(2.12)

where k0 is a frequency factor and E‡ is the energy along the minimum-energy reaction path
that needs to be overcome. Consequently, this transition can be illustrated in a two-dimensional
configuration coordinate diagram. This is the adiabatic case illustrated in Fig. 2.2a.

In contrast to the adiabatic approximation, which describes a rather gradual charge transfer
process on short distances of strongly coupled systems, the diabatic framework is more suited
for weakly coupled systems featuring a sudden electron transfer [183]. Here, the two states have
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distinct potentials with a diabatic crossing point. If the initial state ψi and the final state ψf were
orthogonal (Sif =

�
ψi
""ψf

�
= 0), the transition is easily described by a transfer integral

Hif =
�
ψi
""Hel

""ψf
�
. (2.13)

The higher the transfer integral Hif, the higher in energy is the avoided crossing. The associated
diabatic potentials of the two states are obtained by

Vs
��

Xq
��

=
�
ψs
��

Xq
��""Hel

""ψs
��

Xq
���

, s ∈ �
i, f

�
(2.14)

and shown in Fig. 2.2a, that compares them to the adiabatic potential. The diabatic approach is
more suitable for the case of trapping of charge carriers at the semiconductor-insulator interface
of a MOSFET and consequently used to model BTI [143]. In its simplest form, the diabatic
potential can be approximated by a harmonic potential. In the classical limit and the case where
photon absorption and emission are not present, the non-radiative transition rates for an electron
trap interacting with the conduction band can be written as

kCB
12 = nvthσ0θ exp

�
− E12

kBT

�
and (2.15)

kCB
21 = NCvthσ0θ exp

�
− E21

kBT

�
, (2.16)

where E12 and E21 are the respective thermal activation energies [140]. Hereby, 12 refers to the
process of transfer from state 1 to state 2, whereby state 1 refers to the case of an electron in the
conduction band and state 2 to the case of a trap with a captured electron. These states and the
associated transitions are illustrated in Fig. 2.2b. In contrast to SRH theory, also the emission
process is now linked to an energy barrier that needs to be overcome (compare to Equations 2.4
and 2.5). The harmonic approximations of the diabatic potentials are simple parabolas following

Vi
�
q
�
=

1
2

Mω2
i (q − qi)

2 + Ei, i ∈ �
1, 2

�
(2.17)

with effective mass M [140], [184], vibrational frequencies ωi and positions of the minima at�
qi, Ei

�
. For linear electron-phonon coupling (R = ω1/ω2 = 1, ω1 = ω2 = ω), the activation

energies are given by

E12 =

�
ϵR − ∆E21

�2

4ϵR
and E21 =

�
ϵR + ∆E21

�2

4ϵR
(2.18)

with the relaxation energy ϵR =
�
1/2

�
Mω2∆q2

12 = Sh̄ω [140]. Here, S is the Huang-Rhys factor
(HR-factor) and ∆q12 = q1 − q2.

There are two important cases that need to be highlighted. These are the weak (ϵR ≪ ∆E12)
and strong electron-phonon (ϵR ≫ ∆E12) coupling regimes, where ∆E12 = E1 − E2. These two
regimes allow for further simplifications [140]. In the weak-coupling regime, the activation
energies roughly depend quadratically on the electric field, whereas in the strong coupling
regime, the dependence is linear [140]. This originates from the relation

∆E12
�

F
�
= E1

�
F = 0

�− E2
�

F = 0
�− qxF, (2.19)
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where x is the distance between the semiconductor-insulator interface and the location of the
trap in the insulator and F is the electric field.

The above considerations allow to describe the trapping and detrapping processes and
provide the involved transition rates. For a simple two-state defect, the stochastic transitions in
between the defect states 1 and 2 are described as a Markov process [140], [185], [186], yielding
the Master equation

dp1

dt
�
t
�
= −k12 p1

�
t
�
+ k21 p2

�
t
�

(2.20)

dp2

dt
�
t
�
= k12 p1

�
t
�− k21 p2

�
t
�

(2.21)

for the probabilities pi that state i is occupied. The capture and emission time constants τc and
τe are the reciprocal values of the rates k12 and k21, respectively.

2.1.3 Recombination Enhanced Defect Reactions

Non-radiative trapping and detrapping of charge carriers in defects, as described in the
previous section, is related to overcoming the activation energy for capture and emission by a
multiphonon process. If these activation energies are sufficiently large compared to kBT, the
process becomes unlikely. However, there is a possibility to overcome even very large activation
energies by an REDR [187]–[191]. Experimentally, this mechanism was first observed in pn-
junctions of gallium arsenide as an enhancement of the annealing rate of electron irradiation
induced electron traps upon minority carrier injection [192].

The cause of REDRs is non-radiative recombination of electrons and holes via a defect
state [187]. Hereby, a defect is considered as a molecule within an host environment. Such a
system features local vibrational modes (LVMs) (see Section 1.3.5), that are local modes that
can have a higher energy than the collective lattice vibrations (phonons). The energy that is
released non-radiatively upon a recombination event will always dissipate into delocalized
phonons, but initially, it can be cast into promoting a defect reaction via the LVMs. LVMs are
particularly likely to function as energy accepting modes, because they usually exhibit strong
electron-phonon coupling upon a recombination event. The reaction is associated with bringing
a certain amount of energy into a critical reaction coordinate, which must be a combination of
these LVMs. In general, the more energy is released via the recombination event, the more likely
it is that a sufficient amount of energy is cast into the critical reaction coordinate, such that the
reaction can occur.

This was first described mathematically by Weeks et al. on the basis of the Rice-Ramsperger-
Kassel theory [187], [193], [194]. They considered a defect with S degrees of freedom, an apparent
activation energy for the reaction EA ≫ �

S − 1
�
kBT (= average thermal energy of the defect),

and a recombination event supplying an energy EP. If no recombination was involved, the
multiphonon transition would follow the usual Arrhenius law

kNMP = k0 exp
�
− EA

kBT

�
(2.22)

with a prefactor k0.
In contrast, if recombination was involved, the process can be considered for certain limiting

cases, that describe the essential physics. If EP ≤ EA, then the case occurs where the apparent

26



2.1. NON-RADIATIVE TRANSITIONS

qacc qreact

En
er
gy

(a) (b)

phonon kick
(REDR)

EP E 'P

EA

E 'P

0

0' 1

2

0 0.5 1 1.5 2 2.5 3
Phonon kick energy EP [eV]

0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2

R
ED
R
ac
tiv
at
io
n
en
er
gy

E
H
[e
V] |g| = 0.1

|g| = 0.2

|g| = 0.3
|g| = 0.4
|g| = 0.5
|g| = 0.6|g| = 0.7|g| = 0.8|g| = 0.9

|g| = 1

E = 2.0 eVA

Figure 2.3. (a) Configuration coordinate diagram illustrating the principle of REDRs. An energy EP

is released via a non-radiative recombination event. Here, EP > EA/g2 is valid, which means the
released energy from the transition from state 0 to state 1 can be channeled into the reaction that
brings the defect from state 0 to state 2. If EA ≫ kBT, the transition would be extremely unlikely under
thermal equilibrium. The primed state 0′ represents a state that leads to a lower energy E′

P, which is
only able to reduce EA by E′

P (if E′
P < g2EA). Redrawn from [MFC2]. (b) Effective REDR activation

energy EH versus the phonon kick energy EP for different couplings g2 and an exemplary activation
energy EA = 2 eV. The higher the coupling g2 the more EA is reduced and can even be pushed down
to zero.

activation energy is effectively lowered by the energy supplied by the recombination event. If
EA − EP ≫ �

S − 1
�
kBT, the enhanced transition rate is approximately

kREDR ≈ R
k0

k−1
�
Ē
��EA − EP

EA

�S−1

exp
�
−EA − EP

kBT

�
(2.23)

whereas if EA − EP ≪ �
S − 1

�
kBT, it can be written as

kREDR ≈ R
k0

k−1
�
Ē
� �2S − 2

�
!�

S − 1
�
!

�
EA

kBT

�1−S

exp
�
−EA − EP

kBT

�
. (2.24)

Hereby, k−1
�
Ē
�

is the average rate of energy exchange between the defect molecule and the host
environment and R is the recombination rate.

Particularly for wide-bandgap semiconductors, where EP can be high, the case EP > EA

becomes important. If EP − EA ≪ �
S − 1

�
kBT, the transition rate is

kREDR ≈ R
k0

k−1
�
Ē
� �2S − 2

�
!�

S − 1
�
!

�
EA

kBT

�1−S

(2.25)

whereas for EP − EA ≫ �
S − 1

�
kBT, the rate becomes

kREDR ≈ R
k0

k−1
�
Ē
��EP − EA

EP

�S−1. (2.26)
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In the above two cases, the exponential Arrhenius term vanishes and the reaction of the defect
can become athermal (independent of temperature). In this context, an REDR can be imagined as
a “phonon kick” – the recombination event kicks the defect reaction over its associated activation
energy barrier. This is illustrated in Fig. 2.3a.

Overall, it is important to note that the enhanced rate is proportional to the recombination
that occurs via the defect state and that it can lower the apparent activation energy of the
reaction by the released recombination energy even to the point of making the reaction athermal.
Consequently, this mechanism allows a defect to undergo a reaction upon recombination that it
would hardly be able to undergo without the presence of recombination.

The above theory was refined later by Sumi [190], who included an efficiency g2 with which
the energy from the recombination event is channeled to the critical reaction coordinate. Here,
the quantum yield follows

QEREDR ∝ exp
�
− EH

kBT

�
(2.27)

with an activation energy

EH =

��������
EA − EP, if EP < g2EA�√

EA − |g|√EP
�2

1 − g2 , if g2EA < EP < EA/g2

0, if EP > EA/g2

(2.28)

that depends on the involved energies and the coupling |g| ≤ 1. The activation energy EH is
illustrated in Fig. 2.3b as a function of EP for different couplings g2. For |g| = 1, this description
equals the one of Weeks et al.

2.2 Radiative Transitions

In the previous sections, radiative transitions involving the absorption or emission of
photons have been assumed to be absent. In this section, the energy spectrum of photons created
by a transition between two states with their potential energy curves (PECs) is calculated.
Again, it is assumed that the multidimensional PES of a state can be approximated by a one-
dimensional PEC. The two electronic states are named 1 (ground state) and state 2 (excited state).
Each electronic state has its vibrational eigenstates, indicated by the quantum numbers n (state
1) and m (state 2). According to the Franck-Condon principle, the absorption and emission of a
photon occurs much faster than the movement of the atomic system, which is why radiative
transitions in a configuration coordinate diagram occur vertically [195]–[197]. In the context
of this work, it is appropriate to assume that radiative transitions that involve the emission
of a photon exclusively occur from the ground state (m = 0) of state 2. This is justified by the
high energy of the investigated LVM, which is above the highest phonon mode. It makes the
occupation probability of the state m = 1 negligible (see Section 1.3.5). The two PECs with their
vibrational eigenstates are shown in Fig. 2.4a. The potentials of states 1 and 2 are separated by
∆q and ∆E21.
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Figure 2.4. (a) Configuration coordinate diagram showing the two-dimensional harmonic approxima-
tions of the multidimensional PESs. For the ground state 1, the ten lowest eigenstates (n ∈ �

1, 2, ..., 9
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)
are shown together with their eigenvalues (dashed horizontal lines) in an illustrative manner. For the
excited state 2, only the ground state (m = 0) is shown with its eigenvalue and eigenstate because the
system is initially assumed to be in the lowest state possible. (b) The emission spectrum calculated
according to Equation 2.43 with the parameters of the PECs from (a). The transitions occur from the
vibrational ground state of the electronic state 2 to the ten lowest vibrational states of the electronic
state 1, indicated by the quantum number n.

The transition rate kmn from the vibrational level m of electronic state 2 to the vibrational
level n of state 1 is given by Fermi’s Golden rule [198], [199]

kmn =
2π

h̄
""�Ψ2

m
""µ̂""Ψ1

n
�""2δ

�
E2

m − E1
n − h̄ωph

�
(2.29)

which can be deduced from time-dependent perturbation theory [200]. Hereby, µ̂ is the pertur-
bation operator, which in the case of photon emission is the dipole operator.

Using the Born-Oppenheimer approximation [180], [181], [201], the total wave function can
be approximated by the product of the electronic wave function ψ, the rotational wave function
Φ, and the vibrational wave function ϕ as per

Ψi
n = ψi����

electronic

× Φiϕi
n� �� �

nuclear

. (2.30)

In a next step, the dipole operator is assumed to be independent of the nuclear coordinates,
which allows to consider only the vibrational component. This is often referred to as the Franck-
Condon factor [201]. Additionally, a factor of ω3

ph enters the rate equation [202].

kmn ∝ ω3
ph

""�ϕ2
m
""ϕ1

n
�""2δ

�
E2

m − E1
n − h̄ωph

�
(2.31)

The PESs of both states 1 and 2 are approximated by harmonic potentials leading to the simple
and well-known Schrödinger equation of the harmonic oscillator

− h̄2

2mi

d2

dx2 ϕi
n
�

x
�
+

1
2

miω
2
i x2ϕi

n
�
x
�
= Ei

nϕi
n
�
x
�

(2.32)
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that needs to be solved for both the eigenvalues Ei
n and eigenstates ϕi

n
�
x
�
. Anharmonicity in the

underlying multidimensional PESs would make the harmonic approximation inappropriate [97],
but could be implemented by replacing the harmonic potential with a Morse potential [90],
[203]. However, in the course of this work, the harmonic potential turned out to be sufficient to
describe the experimental data, which is why it is further used in the following.

Consequently, the problem can be simplified by conducting a coordinate transformation
from the spatial coordinate x to the configuration coordinate q, as per

x → q =

�
miωi

h̄
x. (2.33)

The Schrödinger equation changes accordingly to

−1
2

h̄ωi
d2

dq2 ϕi
n
�
q
�
+

1
2

h̄ωiq2ϕi
n
�
x
�
= Ei

nϕi
n
�
q
�

(2.34)

with a potential

V
�
q
�
=

1
2

h̄ωiq2. (2.35)

As can be recognized from Equation 2.35, the curvature of the PECs equals half of the spacing
between the energy eigenvalues. The solutions of the Schrödinger equation, in the form of its
vibrational eigenstates, are ϕi

n of electronic state i ∈ {1, 2}. The eigenvalues and eigenstates are
numbered by the index n ∈ {0, 1, 2, 3, ...}, whereby the eigenstates are given by

ϕi
n
�
q
�
=

1�
2nn!

�� 1
π

� 1
4

exp
�
−q2

2

�
Hn

�
q
�

(2.36)

with Hn being the nth Hermite polynomial [204]. The corresponding eigenvalues Ei
n are equally

spaced with a spacing of h̄ωi and are given by

Ei
n = h̄ωi

�
1
2
+ n

�
. (2.37)

As the goal of this section is to calculate the emission spectrum obtained by radiative transitions
from state 2 to state 1, the lineshape of the emission peaks has to be taken into account. First, the
lifetime-limited lineshape follows a Lorentzian peak [205], as per

f
�
Eph, Emn, ∆EL

�
=

∆EL/
�
2π

��
Eph − Emn

�2
+

�
∆EL/2

�2 . (2.38)

Here, Eph is the energy of the emitted photon, Emn = E2
m − E1

n, and ∆EL is the full width at
half maximum (FWHM) of the Lorentzian. This lifetime-limited lineshape is subsequently
broadened by other effects. First, it is assumed that ω1, ω2 and ∆E21 are Gaussian distributed.
These broadening effects can be justified by variations of the host environment around the
defects [142], [206]. Due to the commutativity and associativity of the convolution operation and
due to the fact that a convolution of two Gaussian distributions results in a broader Gaussian
distribution, the fully broadened lineshape can be calculated by a convolution of a Gaussian
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distribution with the lifetime-limited Lorentzian as per

L
�
Eph, Emn, σmn, ∆EL

�
=

∞

−∞
G
�
E′, σmn

�
f
�
Eph − E′, Emn, ∆EL

�
dE′. (2.39)

The width σmn of the Gaussian is given by

σmn =

�
σ1
�
n
�2

+ σ2
�
m
�2

+ σ2
∆E (2.40)

with the used standard deviations

σi
�
n
�
= σi

�
1
2
+ n

�
(2.41)

that are functions of the vibrational quantum number n. This dependence on the quantum
number is based on the consideration that

Emn = E2
m − E1

n + ∆E21 = h̄ω2

�
1
2
+ m

�
− h̄ω1

�
1
2
+ n

�
+ ∆E21 (2.42)

depends on the quantum numbers.

In a last step, a convolution operation leads to the replacement of the Dirac delta distribution
in Equation 2.31 by the lineshape function L calculated above and all considered transitions are
summed up, leading to the emission spectrum

I
�
Eph

�
∝ ∑

m,n
ω3

ph

""�ϕ2
m
""ϕ1

n
�""2L

�
Eph, Emn, σmn

�
. (2.43)

An exemplary emission spectrum for the PECs shown in Fig. 2.4a is presented in Fig. 2.4b.
The used parameters were ∆E21 = 2.5 eV, h̄ω1 = h̄ω2 = 250 meV, σ1 = σ2 = 12 meV, ∆q = 3,
σ∆E = 30 meV, and ∆EL = 10 meV.

Last but not least, an important and commonly used parameter is the HR-factor S, that is
defined as the number of vibrational quanta that are involved in the radiative transition [207],
[208]. In the coordinate q used here (see Equation 2.33), it is given by

S =
1
2
�
∆q

�2 (2.44)

and can serve for a comparison between the experimental values obtained in the course of this
work and values of defects calculated by density functional theory (DFT).

2.3 Competition Between Radiative and Non-Radiative Transitions

In many cases, the previously discussed radiative transitions compete with alternative
non-radiative NMP transitions. Due to the thermal activation of the non-radiative transition,
increasing the temperature leads to an increased share of the non-radiative path with respect
to the radiative path. This was described within the Seitz-Mott mechanism [209]–[212] and is
often referred to as thermal quenching. As in Equation 2.12, the non-radiative path follows
kNMP = k0 exp

�−EA/
�
kBT

��
with a frequency prefactor k0 and an activation energy EA. Conse-
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Figure 2.5. (a) Configuration coordinate diagram illustrating the competition between a radiative and
a non-radiative transition from the excited state 2 to the ground state 1. The non-radiative path is
associated with an activation energy EA. (b) Luminescence efficiency η as a function of temperature
with exemplary values of EA = 100 meV, krad = 10−14 s−1, and krad = 10−13 s−1. With increasing
temperature, the share of non-radiative transitions increases which leads to decreasing luminescence
(quenching).

quently, the branching ratio is given by

η
�
T
�
=

krad

krad + kNMP
=

1

1 + K exp
�
− EA

kBT

� (2.45)

with K = k0/krad.
This mechanism is illustrated in a configuration coordinate diagram in Fig. 2.5a and the

branching ratio, or rather luminescence efficiency, is shown in Fig. 2.5b using exemplary values
for k0, EA, and krad. Unfortunately, many systems are more complicated and involve more
than those two transitions that might be either radiative or non-radiative. Each case has to
be considered carefully and might involve several non-radiative paths with their respective
activation energies. Furthermore, it is to note that the presented description does not involve
tunnelling effects, which become increasingly important at lower temperatures [213].
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Chapter 3
Optical and Electrical Measurement
Methodology

In this chapter, the characterization and measurement techniques used in the course of this
work are introduced. First, the conventional electrical characterization techniques, such as the
measurement of the transfer characteristic or the measurement of the impedance are introduced.
This is followed by the presentation of ultra-fast threshold voltage (Vth) measurements and the
charge pumping (CP) technique. After these electrical techniques, the optical measurements
are introduced, comprising the measurement of photon emission originating from a single
gate-source voltage (VGS)-transition, optical spectroscopy, and time-gated optical spectroscopy.

3.1 Transfer Characteristic

Measuring the transfer characteristic is a common technique to evaluate the charge state
of defects at the semiconductor-insulator interface [214]. Hereby, the drain-source current IDS

is measured as a function of the gate-source voltage VGS for a small drain-source voltage VDS.
This is usually done in the linear regime, where VDS ≪ VGS − Vth. Since silicon carbide (SiC)
metal-oxide-semiconductor field-effect transistors (MOSFETs) are long-channel devices, in this
regime, IDS can be approximated by

IDS =
W
L

µnCox

�
VGS − Vth − VDS

2

�
VDS, (3.1)

whereby W is the width of the channel, L is the length of the channel, µn is the mobility of the
channel electrons, and Cox is the oxide capacitance [215]. This leads to a typical method for
the extraction of Vth from a measured transfer characteristic, which is the linear extrapolation
to IDS = 0 [216]. However, for the later presented ultra-fast Vth measurement, a constant
IDS criterion is used [217], which allows to measure Vth with a low measurement delay and
reproducible timing [218]. In contrast to a constant voltage criterion, the measured quantity
does hardly change, which is why no adjustment of the measurement range is needed.
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Figure 3.1. (a) A transfer curve of a SiC double-diffused MOSFET (DMOSET) on a linear y-scale
measured by slowly sweeping VGS upwards from −15 V to 15 V and back down at VDS = 0.1 V. The
current IDS = 1 mA is marked, as it is the current where ultra-fast Vth measurements extract Vth.
The characteristic hysteresis between the up and down sweeps is observed, which is typical for SiC
MOSFETs. (b) The transfer curve on a logarithmic y-scale from the region (a) that is marked with a
rectangle.

By calculating the first derivative of the transfer characteristic, which is referred to as
transconductance (gm), it is possible to obtain the mobility of the channel electrons [216] via

gm =
∂IDS

∂VGS
=

W
L

µnCoxVDS ⇔ µn =
L

WCoxVDS
gm. (3.2)

Furthermore, the transfer characteristic allows to obtain the on-state resistance (Ron) of the
MOSFET. By calculating Ron

�
VGS, VDS

�
= VDS/IDS, Ron can be extracted at a typical on-state

voltage for SiC power MOSFETs of 15 V, 18 V, or 20 V. It is important to notice that the measured
Ron consists of severals contributions [55], [219]. Neglecting contact resistances, for a power
double-diffused MOSFET (DMOSET), it follows that

Ron = Rch + RJFET + Repi + Rsub (3.3)

where Rch is the channel resistance, RJFET is the junction field-effect resistance, Repi is the
resistance of the epitaxial layer, and Rsub is the resistance of the substrate.

However, Equation 3.1 is only valid for an ideal MOSFET without any active charge traps
at the semiconductor-insulator interface. In fact, SiC MOSFETs exhibit strong trapping and
detrapping of charges at the interface, which heavily affects the measurement of the transfer
characteristic [157]. In case it is measured by sweeping VGS at a constant VDS, the transfer
characteristic is e.g. heavily affected by the voltage, at which the sweep starts, or by the timing
of the sweep itself.

This occurs because a charge that is trapped at the semiconductor-insulator interface or in
the oxide leads to a shift of the VGS needed to reach a certain surface potential. Hence, this leads
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to a threshold voltage shift (∆Vth) as per

∆Vth = − qtox

ϵrϵ0

tox

0

�
1 − x

tox

�
ρ
�
x
�

dx, (3.4)

where ϵr is the relative permittivity of the insulator, ϵ0 is the vacuum permittivity, tox is the
thickness of the gate oxide, and ρ

�
x
�

is the distribution of charges in the gate oxide as a
function of the the distance to the interface [220]. ∆Vth enters Equation 3.1 and thereby shifts the
transfer characteristic horizontally. However, as the trapping and detrapping kinetics depend
on time, VGS, and temperature, the ∆Vth, and hence the transfer characteristic also depends on
these parameters. Basically, the entire history of the device affects Vth and hence the measured
transfer characteristic. Modeling the transfer characteristic of a SiC MOSFET hence requires the
implementation of charge trapping kinetics [159].

A ∆Vth created by trapped charges also affects the Ron of the MOSFET. Substituting Vth in
Equation 3.1 by Vth,0 + ∆Vth and considering the limiting case of VDS → 0, the channel resistance
can be written as

Rch =
L

µnCoxW
�
VGS,on − Vth,0 − ∆Vth

� , (3.5)

which clearly relates the channel resistance to ∆Vth. For a power device, this can be inserted into
Equation 3.3 to obtain the impact of ∆Vth on the total Ron.

3.2 Impedance Characterization

A powerful characterization technique for MOSFETs is the impedance method [221]–
[223]. Its major advantage over the transfer curve is its ability to characterize the device also
in accumulation, where it does not conduct current. Typically, the results of an impedance
measurement are illustrated in terms of capacitance-voltage (CV) and conductance-voltage (GV)
curves, which are just representations of the real and imaginary part of the measured complex
small-signal impedance.

CG

gate

drain, source

Figure 3.2. Parallel equivalent circuit representing the impedance between the gate terminal and the
shortened drain and source terminals.

Impedance characterization is conducted using four-terminal sensing to measure the
impedance Z between the gate terminal versus the shortened drain and source terminals.
The high current terminal (Hc) provides a direct current (DC) voltage modulated by a small
alternating current (AC) voltage of a certain frequency. The resulting voltage is measured by
the high potential (Hp) terminal. At the low side, the low potential terminal (Lp) is connected
to a null detector creating an output that brings the low side via the low current terminal (Lc)
to virtual ground, thereby measuring the current flow through the device under test (DUT).
In the case of SiC MOSFETs, it is sensible to sweep the DC voltage up and down, so that a
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Figure 3.3. The left circuit represents the parasitic components occuring between the four-terminal-
output of the impedance analyzer and the device under test (DUT). These parasitic components are
determined by open and short circuit calibration [224]. The right circuit shows the MOSFET and its
connection to the high (H) and low (L) terminals in the left circuit during a measurement.

defined timing and voltage leads to a reproducible state of the defects in the DUT and capture
the hysteresis [MFC1], [225]. As shown in Fig. 3.2, the impedance of a MOSFET is typically inter-
preted using an equivalent circuit of a capacitor in parallel with a resistor [226]. The associated
capacitance and conductance values are then related to the complex impedance via

Z−1 = G + iωC. (3.6)

An impedance measurement requires proper de-embedding [224]. Any parasitic impedance,
that is not related to the DUT, must be measured and removed from the raw measurement data.
This requires a measurement where the two terminals H and L of the measurement setup are
shortened and a measurement where they are open. The measured impedance can be related to
the parasitic components, as illustrated in Fig. 3.3. Once the parasitic components are known,
the impedance of the DUT can be calculated according to

ZDUT =
Zmeas − Zshort

1 − Zopen
�
Zmeas − Zshort

� , (3.7)

Zopen = Gopen + iωCopen, (3.8)

Zshort = Rshort + iωLshort. (3.9)

Any parasitic impedance related to the DUT is assumed to be in series with the MOSFET. It can
subsequently be subtracted by assuming that the impedance in strong accumulation is given by
the oxide capacitance only [227].

Finally, this yields the CV and GV curves of the MOSFET measured at a certain small-signal
frequency, which are illustrated in Fig. 3.4 for a 4H-SiC DMOSET. Based on the same underlying
physical mechanism of trapping and detrapping of charges at interface defects during the
measurement of a transfer characteristic, these curves show a hysteresis in capacitance and
conductance [MFC1]. These shifts can be analyzed and used to extract defect densities, e.g. by
the difference between high and low frequency measurements [223]. However, these methods
were originally used for silicon (Si)-based technologies. Due to the strong short-term charge
trapping in SiC MOSFETs, their usage requires greater care.

The CV curve allows to determine the capacitance of the insulator. The easiest way would
be to take the maximum measured capacitance in strong accumulation as the capacitance of the
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Figure 3.4. (a) The CV curves of a 4H-SiC DMOSET measured by either sweeping the gate voltage
upwards (up-sweep) from −25 V to 25 V or downwards (down-sweep) 25 V to −25 V. The small-
signal amplitude was 0.1 V at a frequency of 1 kHz. The VGS-dependent horizontal shift is due to the
hysteresis in these devices. (b) The GV curves from the same impedance measurement as in (a).

insulator. However, a better method has been proposed, where the expression

Cox = C

�
1 −

�
−2

kBT
q

C−1 ∂C
∂V� �� �

Y

�−1

(3.10)

suggests that plotting Y versus C gives a curve with slope −C−1
ox and a zero at Cox, whereby the

latter value yields more reliable results [228]–[230].

3.3 Ultra-fast Threshold Voltage Measurement

This section introduces ultra-fast Vth measurements that can be used for typical bias temper-
ature instability (BTI) experiments, where Vth is monitored as a device parameter that is prone to
instability upon a certain stress. Due to the broad distribution of emission time constants in SiC
MOSFETs, ranging down to nanoseconds and below, it is of utmost importance to have precise
control over both timing and the applied voltages [231]. A typical measure-stress-measure
(MSM) scheme basically consists of three phases: a pre-stress measurement of the pristine state,
the stress phase, and the post-stress measurement phase [232], [233].

In order to avoid unwanted recovery, the post-stress measurement phase requires precise
timing and ideally a minimized time delay between the end of the stress phase and the first
readout [218]. For this purpose, a custom setup based on ultra-fast Vth measurements is used,
that features a measurement delay time of only 1 µs [218], [231]. A simplified circuit diagram il-
lustrating the basic functionality of the setup is shown in Fig. 3.5. For the pre-stress measurement,
a small drain-source voltage (VDS) is applied at the drain terminal and a small voltage Vsense is
applied to the sense resistor, which defines a certain IDS, typically 1 mA. Closing the switch that
connects the feedback loop to the gate terminal regulates VGS in such a way that this current
flows through the MOSFET and the corresponding VGS, which is the Vth, can subsequently be
measured by an analog-to-digital-conversion.
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Figure 3.5. Simplified circuit diagram of the ultra-fast Vth measurement setup. The the drain terminal
can either be connected to ground or to voltage VDS. The gate terminal can be connected to three
different voltage sources (VH, VL, and VPreChrg) or to a feedback loop that forces a current Vsense/Rsense

by adjusting VGS – which is then the Vth to be measured.

During stress, both drain and source terminals are grounded and the switch of the feedback
loop is open. The setup features three voltage sources: a high level (VH) source, a low level (VL)
source, and a pre-charge voltage (VPreChrg) source – each of of them has its own output resistor R.
They can be selectively connected by closing or opening the corresponding switch. Once one of
the switches is closed, the charging of the input capacitance (Ciss) of the MOSFET occurs with a
time constant τ = RCiss. By exchanging the output resistor, it is possible to adapt the transition
time associated with the respective voltage source. In fact, this setup allows to switch between
VH and VL with a frequency of up to 10 MHz, whereby the rise and fall times of the resulting
square waveform can be selectively adapted by exchanging the respective output resistor.

In order to switch from a stress voltage, provided either by the VL or VH source, to the
measurement mode with an active feedback loop, it is necessary to apply a pre-charge voltage
VPreChrg to Ciss first in order to keep control of the transient response of the operational amplifier
that is part of the feedback loop. This pre-charging of Ciss is therefore conducted within the
measurement delay time by shortly connecting the gate terminal to VPreChrg ≈ Vth and assures
reproducible readouts.

Each experiment is independently operated by a PIC18F57K42 8-bit microcontroller with a
20 MHz clock. In order have precise control over the timing, the firmware of the microcontroller
is written in assembly language. This allows to control the timing of any set of instructions in
units of one clock cycle, which is 50 ns. The reproduction of the timing of a series of actions is
thus limited only by the clock. Interrupts or similar advanced features that might unintentionally
affect the deterministic execution of the program are not used.

The microcontrollers interact with a computer via a serial communications interface. Before
an experiment is conducted, voltages, PWM frequency, etc. are set up. Each experiment is
structured as a list of routines. Like a function, each routine is a fixed set of instructions with
maximum six 8-bit input parameters. Therefore, the routine itself provides precise timing with
the above mentioned precision of the clock. Besides the 6 bytes of input parameters, there is
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another byte, consisting of six bits to identify the routine and of two flag bits for arbitrary use.
Thus, each routine basically consists of up to 7 bytes and an experiment can be envisioned as a
matrix, where each row contains a routine of up to 7 bytes. Before an experiment is started, this
matrix is sent to the microcontroller and stored in the internal random-access memory (RAM).
Starting the experiment triggers the consecutive execution of the list of routines. During the
measurement, acquired measurement data is stored in the RAM and can be sent after the end of
the experiment to the computer.

The temperature of the DUTs is regulated by using proportional–integral–derivative (PID)
controllers that operate small ovens. The ovens were specifically designed for TO-247 packages.
Due to the small size of the ovens, the DUTs can be directly mounted on the board that controls
both the stress and the measurement.

3.4 Charge Pumping

The CP technique is a method to measure defect-assisted recombination at the semicon-
ductor-insulator interface of a MOSFET [234]–[236]. CP requires a MOSFET that has no inter-
nally shortened source and bulk terminals. The basic measurement principle is illustrated in
Fig. 3.6a. In a CP measurement, the drain, source, and bulk terminals are grounded, while VGS

is switched between a high level VH and a low level VL. If VH and VL are sufficiently high and
low, respectively, the MOSFET is continuously switched between inversion and accumulation.
Consequently, electrons and holes alternately appear at the semiconductor-insulator interface –
during inversion the minority carriers and during accumulation the majority carriers. During
inversion, minority carriers from the channel can get trapped in defects at the semiconductor-
insulator interface. Once the MOSFET is switched into accumulation, the majority carriers can
subsequently recombine with the previously trapped minority carriers. Additionally, majority
carriers can equally get trapped in defect states. Once the MOSFET is switched back into inver-
sion, these previously trapped majority carriers can recombine with minority carriers from the
channel. Consequently, there are recombination events occurring in response to switching from
inversion to accumulation and vice versa. Hence, these recombination events occur at the rising
and falling transitions of VGS and give rise to a current flow from the bulk contact to the drain
and source terminals which follows

ICP = f Aq ×
EH

EL

Dit
�
E
�

dE (3.11)

where f is the switching frequency, A is the area of the channel, q is the elementary charge, and
Dit is the defect density per area and energy [235]. EH and EL correspond to the Fermi levels at
VH and VL, respectively. Note that Dit is the density of defects that actively assist recombination
under the specific experimental conditions and does not reflect the entire variety of defects at
the interface.

For square pulses, Groeseneken et al. deduced the expression

ICP = 2qDit f A × kBT
�

ln
�
vthni

√
σnσp

�
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trisetfall
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(3.12)
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Figure 3.6. (a) Illustration of the principle of the CP technique. Drain, source, and bulk terminals are
grounded, while the gate terminal is switched between inversion and accumulation. Electrons from
the drain and source terminals can undergo defect-assisted recombination with holes coming from
the bulk terminal at the semiconductor-insulator interface. The resulting CP current (ICP) includes
both radiative and non-radiative recombination events. (b) Illustration of the processes occuring at
the rising and falling transitions of VGS for an n-channel MOSFET. During the rising transition from
accumulation to inversion, holes get trapped in hole traps (red states) at the interface, which are
energetically located above the Fermi level EF. During the VGS-transition, some of the holes detrap
back to the valence band. Once the MOSFET arrives in the inversion regime, channel electrons can
recombine with the previously trapped holes which gives rise to the measurable charge-pumping
current (ICP). For the falling transition, the role of electrons and holes is reversed. Electron traps are
indicated by the blue states.

which is actually based on Shockley-Read-Hall (SRH) theory [235]. Hereby, Dit is the mean
defect density per area and energy between EH and EL, vth is the thermal velocity of the carriers,
ni is the concentration of minority carriers, σn and σp are the capture cross sections of electrons
and holes, respectively. Furthermore, Vfb is the flatband voltage, Vth the threshold voltage, and
trise and tfall are the transition times of the rising and falling transition, respectively. The charge
pumping current typically decreases with increasing temperature and increasing transition
times. This is due to increased detrapping of charge carriers during the VGS-transition (see
Fig. 3.6b).

It is important to note that the CP technique is sensitive to both radiative and non-radiative
transitions – both of them contribute to the bulk current and it is not possible to distinguish
between them within such an experiment. Furthermore, recombination processes occuring at
the rising transition and the falling transition cannot be distinguished, because the measurement
of the bulk current requires integration over several VGS periods.

There are three commonly used techniques to perform CP measurements [234], [235], [237],
[238], in which one voltage parameter is varied while keeping the others constant. Depending
on the purpose of the investigation, these techniques, which are listed below for the example of
an n-MOSFET, have advantages and disadvantages.

• Constant high level technique: The high level VH is kept constant in deep inversion. The
low level VL is gradually decreased until it reaches deep accumulation.
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Figure 3.7. Illustration of two different charge pumping techniques using a SiC asymmetric trench
n-MOSFET. The switching frequency is 10 kHz with a transition time of 500 ns. (a) The constant high
level technique: CP current (bulk current) versus the low level, while keeping the VH = 18 V. The
peak of the first derivative indicates the CP-related flatband voltage (Vfb). (b) The constant low level
technique: CP current (bulk current) versus the high level, while keeping the VL = −18 V. The peak of
the first derivative indicates the CP-related Vth.

• Constant low level technique: The low level VL is kept constant in deep accumulation.
The high level VH is gradually increased until it reaches deep inversion.

• Constant amplitude technique: The amplitude A = VH − VL is kept constant, while VL is
increased from deep accumulation into inversion.

The constant high and low level techniques are illustrated for an n-MOSFET in Fig. 3.7a
and Fig. 3.7b, respectively. The bulk current increases once the flatband voltage (Vfb) (constant
high level technique) or the Vth (constant low level technique) is passed. Note that due to
the recoverable component, both Vfb and Vth are influenced by the switching waveform and
hence change dynamically. The corresponding values of Vfb and Vth for charge pumping can be
extracted as the peak values of the first derivative of the CP current. The constant amplitude
technique is not used within the course of this work, but a detailed description can be found in
[238].

3.5 Measurement of Photon Emission of Single-Gate Voltage Tran-
sients

As found by Macfarlane and Stahlbush [239]–[241], 4H-SiC MOSFETs can emit light in
the visible spectral range upon switching between inversion and accumulation. As outlined
for CP experiments, the radiative recombination should occur both at the rising and falling
transition of VGS. As the underlying recombination processes are expected to differ significantly,
it is desirable to be able distinguish between light emission from the rising and from the falling
transition. Furthermore, as known from BTI experiments, the longer a certain VGS is applied
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Figure 3.8. (a) Equivalent circuit of a silicon-photomultiplier (SiPM), consisting of a two-dimensional
array of single-photon avalanche diodes (SPADs). The photocurrent is measured as the voltage-drop
at a sense resistor. (b) Photodetection efficiency (PDE) at 5 V overvoltage as a function of photon
energy of three silicon-photomultipliers (SiPMs) from the manufacturer Ketek. Data taken from [242].
(c) Relation between the number of detected photons and the number of impinging photons for the
three Ketek silicon-photomultipliers (SiPMs). Dashed lines indicate linear relations. (d) Photodetection
efficiency (PDE) at 430 nm as a function of overvoltage of three silicon-photomultipliers (SiPMs) from
the manufacturer Ketek. Data taken from [242].

to a MOSFET the more charges become trapped in defects. Consequently, it would be very
desirable to be able to detect the light emission from a single VGS-transition between inversion
and accumulation. The major challenge is the low light intensity of only up to a few hundreds
of photons per transition for a typical active area of 1.3 mm2 [MFC3].

A very sensitive photodetector for the visible spectral range is a silicon-photomultiplier
(SiPM) [243]. An equivalent circuit of a SiPM is shown in Fig. 3.8a. Generally, a SiPM consists of a
two-dimensional array of pixels, whereby each pixel consists of a single-photon avalanche diode
(SPAD). An SPAD is basically a diode that operates under a reverse bias above its breakdown
voltage – in the so-called Geiger-mode. Each SPAD has its own quenching resistor Rq, connected
in series with the respective SPAD. The SPAD has an associated junction capacitance Cj. Any
capacitance introduced by the quenching resistor is represented by Cq. Furthermore, the circuit
itself introduces a parasitic capacitance Cp. Once a photon is absorbed in an SPAD, it creates
an electron-hole pair that leads to an avalanche process in the respective SPAD. This avalanche
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Figure 3.9. (a) Schematic illustration of the measurement setup for photon emission from a single
VGS-transition. The first lens has a lower focal length f (higher numerical aperture) than the second
lens. Redrawn from [MFC3]. (b) Image of the setup. The 3D-printed encasing is not shown.

leads to a very high current of up to hundreds of microampere through the SPAD. Due to the
quenching resistor, the voltage drop over the SPAD subsequently decreases over time until it
reaches the breakdown voltage of the SPAD. At this point, the avalanche stops and the bias of
the SPAD increases again with a time constant τ = Rq

�
Cj + Cq

�
to its initial value above the

breakdown voltage, where it is then again ready to detect another photon.
In a SiPM, all these SPADs with their quenching resistors are connected in parallel. Once

a photon hits a pixel of the SiPM, it creates a characteristic current signal. The total measured
current is always a superposition of the current contributions of all SPADs. The current can be
measured as the voltage drop at a sense resistor Rsense = 50 Ω by using an oscilloscope.

A SiPM has a certain photodetection efficiency (PDE), which is influenced by many factors,
including the geometric fill-factor of the SiPM [244]. For the same active area, there is typically
the possibility to choose between different SiPMs that have different pixel sizes and subsequently
a different number of pixels and a different geometric fill-factor. In Fig. 3.8b, the PDE of three
SiPMs from the manufacturer Ketek are illustrated as a function of the photon energy together
with their recovery time constants τ and the number of pixels N. These SiPMs were found to
have the most suitable spectral response for the targeted photons located in the grey marked area.
All three SiPMs have the same active area of 9 mm2, but different microcell sizes. Apparently,
a better PDE comes at the expense of a higher τ and lower N. The higher N the better the
proportionality between number of detected photons Nmeas and number of impinging photons
Nphoton. According to [245], this relation can be estimated by

Nmeas = N
�

1 − exp
�
−NphotonPDE

N

��
(3.13)

and is illustrated for the three considered SiPMs in Fig. 3.8c. As illustrated in Fig. 3.8d, the PDE
can be increased by increasing the used overvoltage. However, an increase in overvoltage leads
to an increased dark count rate, crosstalk probability, and afterpulsing probability [242].

In light of the above discussion, this work uses the Ketek PM3335-WL SiPM, because it is
the best compromise between high PDE, linear response, and low τ. According to Equation 3.13,
for 1000 impinging photons with an energy at maximum PDE, the SiPM deviates only less
than 3 % from a linear response. At 5 V overvoltage, which is the difference between bias and
breakdown voltage of the SiPM, it has a gain of 4 × 106. The gain is the number of charges
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Figure 3.10. The measurement setup for optical spectroscopy using a compact CCD spectrometer.
Redrawn from [MFC3].

created in a single avalanche event (corresponding to a single photon detection). This high gain
allows to detect single photons and very low light intensities.

As many photons as possible emitted from the MOSFET need to reach the SiPM. For this
purpose, a setup with two lenses is used, whereby the first lens should ideally have a high
numerical aperture. The setup is illustrated in Fig. 3.9. More specifically, two achromatic lenses
(Thorlabs AC254-030-AB-ML and AC254-075-AB-ML) with a diameter of 2.54 cm image the light
emitted from the MOSFET onto the SiPM. In between the two lenses, a dedicated holder allows
to insert an optical filter. The distance between the MOSFET and the first lens is chosen in such a
way that the number of detected photons is highest. The SiPM is mounted on a dedicated Ketek
printed circuit board (PCB). The bias is supplied by a Ketek bias source dedicated for the used
SiPM. The components are mounted on a cage system, which is covered by a black 3D-printed
encasing. In general, the entire experiment is conducted in a dark box that further protects the
setup from ambient light.

3.6 Optical Spectroscopy

The SiPM has a lot of advantages, in particular its high sensitivity that enables the detection
of the light emission from only a single VGS transition. Besides the possibility to use optical filters
to select a certain range of photon energies, the setup cannot detect the photon energy itself. For
this purpose, a dedicated spectroscopic setup is required. The simplest possible concept is based
on a compact charge-coupled device (CCD) spectrometer (Thorlabs CCS200/M), specified for a
wavelength range of 200 – 1000 nm [246]. It has a spectral accuracy of less than 2 nm at 633 nm
and uses a 600 mm−1 (800 nm blaze) grating. The setup is illustrated in Fig. 3.10. The emitted
light is collected by an achromatic objective lens (Thorlabs AC254-030-AB-ML). Afterwards, a
reflective collimator (Thorlabs RC12SMA-P01) couples the light into a multimode fiber (Thorlabs
BFL200HS02). Due to the achromaticity of the lens and the wavelength-independent reflection,
chromatic aberrations are minimized. As illustrated in Fig. 3.10, the system is protected from
ambient light by an encasing. Through the multimode fiber, the light is then directed to the
compact CCD spectrometer, which is connected via a universal serial bus (USB) cable to a
computer. The spectrometer is intensity and wavelength calibrated by the manufacturer and
could only be disturbed by the used fiber.

This setup is sufficient to detect the light from a MOSFET during switching. However,
it typically requires long integration times of about 40 s at continuous switching of the gate
terminal at a frequency of 1 MHz. Consequently, this setup cannot distinguish between the
photons emitted at the falling VGS-transition and the photons emitted at the rising VGS transition.
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As there is no possibility for gating the detection, the setup collects the light from the entire
period of the VGS switching signal. As the minimum integration time of the spectrometer is 10 µs,
it could be expected that synchronizing the gate switching with the spectrometer integration
and summing up the spectra would allow to selectively detect the photons emitted at either
the rising or the falling VGS-transition. However, this leads to significant readout noise, that
completely hides the emission spectrum of the MOSFET.

3.7 Time-Gated Optical Spectroscopy

The spectroscopic setup described in Section 3.6 has two major disadvantages: the lack of
time resolution and the poor sensitivity. This is resolved by another setup with an intensified
charge-coupled device (ICCD) camera (Teledyne Princeton Instruments PI-MAX4, PM4-256f-HR-
FG-18-P43) as its core component. The setup is illustrated in Fig. 3.11c. The MOSFET is mounted
on an XYZ translation stage with differential adjusters. Two achromatic lenses with a diameter of
2.54 cm (Thorlabs AC254-100-AB-ML and AC254-030-AB-ML) couple the light into an imaging
Schmidth-Czerny-Turner spectrograph (Teledyne Princeton Instruments IsoPlane 160). The
spectrograph features a 150 mm−1 grating with a 500 nm blaze and silver coated mirrors. The
ICCD is attached to the spectrograph and is responsible for measuring the outgoing image of
the photon spectrum.

The most important and defining property of an ICCD is its intensifier. Its working principle
is illustrated in Fig. 3.11a. A photon that arrives at the ICCD, situated at the output window
of the spectrograph, first hits the photocathode. The photocathode converts the photon into an
electron, which is subsequently accelerated by an electric field towards a microchannel plate
(MCP). The MCP is a two dimensional matrix of channel electron multipliers that are slightly
tilted. Once an electron hits the wall of a channel of the MCP, secondary electrons are emitted
successively amplifying the initial electron. Finally, the electrons are accelerated towards a
phosphor screen, where they are converted back into photons that are detectable by the CCD.
By this series of processes, the intensifier can amplify a two-dimensional image, but even more
importantly, it can be switched on and off within fractions of a nanosecond for time-gating the
detection. In the on-state, the intensifier amplifies the image, whereas in the off-state, the electric
fields are reversed such that no electrons can pass through the amplifier. All measurements that
were conducted within this work use an amplification of 1, which means that 1 photoelectron is
detected on the CCD per photon arriving at the intensifier. Consequently, it is predominantly
the ability to turn the intensifier on and off that is used within the conducted experiments.

The intensifier basically works like a shutter and its fast switching capability allows to
time-gate the spectral detection down to a gate width tgw ≥ 3 ns at frequencies up to 1 MHz. The
switching of the gate terminal of the MOSFET is operated by a trigger signal. For time-gating
the spectral detection of the photons emitted from the MOSFET, the same trigger signal is used
to operate the ICCD camera. This is illustrated in Fig. 3.11b. The VGS of the MOSFET follows the
trigger signal with a constant delay of ttr = 50 ns. The ICCD camera can trigger either on the
rising (as illustrated in Fig. 3.11b) or falling transition of the trigger signal. After a minimum
necessary delay tgd ≥ 25 ns, the ICCD camera then switches the intensifier in the on-state for
a time tgw. As the intensifier works similar to a shutter, the CCD can continuously integrate
until a defined number of trigger events Ntr has been detected. This avoids unnecessary readout
noise. Furthermore, thermal noise in the ICCD is minimized by cooling it down to −20 ◦C.
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Figure 3.11. (a) Schematic illustration of an ICCD. This includes the CCD and the intensifier, which
consists of a photocathode, a MCP, and a phosphor screen. The intensifier of the ICCD is oper-
ated by the same trigger signal as the gate switching. (b) Illustration of the timing between trigger
signal, VGS, and the state of the intensifier. (c) Illustration of the measurement setup used for time-
gated optical spectroscopy, including the spectrograph and the ICCD camera. Adapted from [MFJ2],
© 2024 American Physical Society.

The ICCD camera features a CCD array of 1024 × 256 pixels. Each pixel has an area of
26 µm × 26 µm. However, due to the size of the intensifier, the number of active pixels being
exposed to the incident photons is decreased to 692× 253 pixels. In all performed measurements,
the emission spectrum was obtained by vertical binning of pixels of a stripe of pixels centered
on the CCD. This improved spectral resolution and signal to noise ratio.

Compared to the previously presented measurement setups, the ICCD-based setup for
time-gated spectroscopy has advantages and disadvantages. Compared to the setup based
on the compact CCD spectrometer described in Section 3.6, its major advantage is the higher
sensitivity and the possibility to time-gate the spectral detection. However, it has a more limited
spectral range. Compared to the SiPM-based setup described in Section 3.5, it features spectral
resolution and time-gating. However, the SiPM-based setup is the only available setup that can
measure light emission from a single VGS-transition. The advantages and disadvantages of the
used setups are summarized in Table 3.1.

3.7.1 Wavelength and Intensity Calibration

As this measurement setup is used for quantitative modeling of the emission spectrum,
it is important to have precise wavelength and intensity calibration over the entire range of
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SiPM setup CCD-spectrometer
setup

ICCD/spectrograph
setup

spectral resolution no 200 – 1000 nm 412 – 884 nm (trusted
wavelength range)

time resolution yes no yes (time-gating
≥ 3 ns)

capability to measure light
emission of single VGS-
transition

yes no no

typical integration times not required ≈ 40 s ≈ 1 s
intensity & wavelength cal-
ibration

not possible yes (by manufac-
turer)

yes

Table 3.1. Comparison between different experimental setups used in the course of this work for the
analysis of light emitted from SiC MOSFETs.

measured photon energies. This calibration is performed using the IntelliCal system from
Teledyne Princeton Instruments.

The wavelength calibration is illustrated in Fig. 3.12a. For the wavelength range of 585 –
966 nm, the system of spectrograph and ICCD is calibrated with a neon-argon light source,
which results in a root-mean-square of 0.2 nm. For the wavelength range of 254 – 579 nm, the
calibration is confirmed with a mercury lamp.

For intensity calibration, a temperature-controlled array of light-emitting diodes (LEDs) is
used that creates a continuous light spectrum, measured at the National Institute of Standards
and Technology (NIST). The involved spectra are illustrated in Fig. 3.12b. As the spectrum of
the LED-array is known, it can be used to calibrate the intensity detected by the system via

Ical
�
λ
�
= CF

�
λ
�× Iraw

�
λ
�
, (3.14)

which introduces a correction factor CF to relate the calibrated intensity Ical with the measured
raw intensity Iraw. CF is determined by smoothing the values obtained by IntelliCal via a local
regression with a second degree polynomial and weighted linear least squares.

As illustrated in Fig. 3.12b, it is to note that the LED-array emits light above about 900 nm,
but as the quantum efficiency of the intensifier significantly drops, the CF strongly increases in
this region. On the other side of the spectrum below about 450 nm, the LED-array does not emit
light, but the quantum efficiency of the intensifier is still significant, which ties CF to zero.

In order to avoid both accumulation of noise in the spectrum for longer wavelengths and
discarding measured data for shorter wavelengths, a trusted wavelength range is defined, where
the intensity calibration is particularly reliable. This trusted wavelength range is set to the
range where the measured, normalized, non-calibrated intensity in each pixel is above 10−2. The
trusted wavelength range for this setup is between 412 – 884 nm and is indicated in plots in this
work by a grey background. A constant CF is assigned to all data measured outside the trusted
wavelength range, whereby its value is the last CF value inside the trusted wavelength range.
This assures that no data is discarded due to the intensity calibration.
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Figure 3.12. (a) The emission spectra of the neon-argon (Ne-Ar) and mercury (Hg) lamps, measured
with the wavelength calibrated system. Vertical lines indicate the true positions of the emission lines.
(b) All spectra of the NIST light-emitting diode (LED) array involved in the calibration of the intensity.
Manual calibration uses a constant CF outside the trusted wavelength region. (c) The correction factor
CF as delivered by IntelliCal (raw) and the CF used within the manual calibration. Additionally, the
quantum efficiency (QE) of the intensifier is shown. Redrawn from [MFJ2].

3.8 Photon Emission Microscopy

Although its name is quite general, in the context of microelectronic devices emission
microscopy usually refers to the detection of light emission from any type of semiconductor
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chip [247]–[249]. The emission of photons from a semiconductor chip under operation can be
caused by various effects, such as an avalanche breakdown [250], [251], hot carriers [252], [253],
source-drain breakdown [254], gate oxide breakdown, or even Fowler-Nordheim tunneling [255].
Studying these photons with regard to their spatial origin or their spectral decomposition
allows to localize and identify a potential failure or device behavior. Such setups are therefore
used in failure analysis and reliability to study device failures and reliability related physical
mechanisms. A typical setup consists of an ordinary microscope and an attached CCD or ICCD,
which is cooled.
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Chapter 4
Measurements and Results

In this chapter, the measurements and results obtained in the course of this work are
presented. Related scientific publications are pointed out at the beginning of each section.

First, Section 4.1 deals with the general behavior of trapping and detrapping processes
at the semiconductor-insulator interface, including the silicon (Si)/silicon dioxide (SiO2) and
silicon carbide (SiC)/SiO2 interfaces. Essentially, it is shown that single-valued activation en-
ergies are not sufficient to model and understand bias temperature instability (BTI) and how
the conventionally used apparent activation energies have to be interpreted in the context of
widely distributed capture and emission activation energies. The peculiarities of the recoverable
component of BTI at the SiC/SiO2 interface are discussed.

It is this recoverable component of the SiC/SiO2 interface in SiC metal-oxide-semiconductor
field-effect transistors (MOSFETs), that is the central topic of Section 4.2. This component is char-
acterized using different commercial power MOSFETs, including trench MOSFETs (UMOSFETs)
and double-diffused MOSFETs (DMOSETs). Besides the impact of the recoverable component
on the threshold voltage (Vth) and its recovery, the impact on gate-pulsed transfer characteristics
is investigated. The gate-pulsed transfer characteristic represents the transfer curve with the
worst-case impact of the recoverable component, but equally represents the more relevant char-
acteristic measured under application conditions compared to characteristics measured during
slow sweeps of the gate-source voltage (VGS). Finally, the use of conditioning with negative gate
pulses within a Vth measurement is investigated and shown to be a successful strategy.

In contrast to the previous sections that dealt with BTI in SiC MOSFETs, Section 4.3 presents
an extensive experimental analysis of a new degradation mechanism, meanwhile commonly
referred to as gate switching instability (GSI). GSI is a degradation mechanism driven by the gate
switching itself and highly relevant for power conversion applications and any other application
that requires continuous switching between the on- and off-state of the MOSFET. This section
describes the various experimental findings and properties of GSI and subsequently deduces the
underlying physical mechanism leading to the conclusion that GSI is driven by defect-assisted
electron-hole recombination and caused by recombination-enhanced defect reactions (REDRs).
Finally, a comprehensive physics-based model is proposed that is able to describe the drift
evolution and various effects encountered in experiments.

In Section 4.4, the previously used electrical characterization techniques are complemented
by measurements of light emission from fully-processed SiC power MOSFETs that occurs exactly
under the stress mode associated with GSI. As the light emission is effectively triggered by
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the field-effect, this new discipline of characterization is referred to as field-effect stimulated
optical spectroscopy. Using various experimental approaches, such as a pump-probe scheme
of gate pulses, optical spectroscopy, and time-gated optical spectroscopy, the light emission is
characterized covering emission from single VGS-transitions up to light emission from continuous
switching. The results obtained using this method are used to link the emitted photons to the
recoverable component. Most importantly, the results allow to understand the microscopic
trapping and detrapping processes occuring at the SiC/SiO2 interface and even enable a detailed
comparison with theoretical ab-initio calculations – revealing the nature of the involved defects.

4.1 Single-Value Apparent Activation Energies in Silicon and Silicon
Carbide MOSFETs

The contents of this section were previously published in [MFJ3].

As for any other degradation mechanism, one of the most important properties of bias
temperature instability (BTI) is its temperature dependence. Increasing the temperature in an
BTI experiment or stress test accelerates the degradation in time. Consequently, understanding
the temperature dependence is important to calculate the degradation back to use conditions. As
outlined in Section 2.1.2, the temperature dependence provides information on the underlying
physical processes for instance the involved charge traps. Not only in industrial environments,
but in the scientific literature this temperature dependence has often been modeled with a single
Arrhenius law for either the threshold voltage shift (∆Vth) that is reached after certain stress
time following

∆Vth = ∆Vth,0 exp
�
−Eapp

a,V

kBT

�
(vertical) (4.1)

or for the acceleration in stress time (ts)

ts = ts,0 exp
�Eapp

a,H

kBT

�
(horizontal) (4.2)

to reach a certain ∆Vth [256]–[261]. Both variants contain only a single-value activation en-
ergy, which implies that the fact that the defect parameters are distributed is completely ne-
glected [140], [141], [144], [262]–[264]. Most interestingly, the value of the activation energy
has even been used to relate BTI to a certain physical mechanism, such as the diffusion of
hydrogen [265], [266].

In a typical measure-stress-measure (MSM) experiment, these “apparent” activation ener-
gies are determined by evaluating ∆Vth as a function of stress time for different temperatures
(see Fig. 4.1a). For two temperatures T1 < T2, the apparent activation energies are determined
via Equations 4.1 (“vertical” extraction) and 4.2 (“horizontal” extraction) as per

Eapp
a,V = kB

T1T2

T2 − T1
ln
�

∆Vth
�
T2
�

∆Vth
�
T1
�� (4.3)
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Figure 4.1. Measurement of ∆Vth in a silicon (Si) technology upon negative gate stress of VGS = −2 V
for three different temperatures. The solid lines represent the simulation from the analytic activation
energy (AE) map in Fig. 4.2a. (a) Dependence on the stress time at a fixed recovery time of tr = 1 µs.
(b) Dependence on the recovery time after a stress time of ts = 104 s. Redrawn from [MFJ3].

and

Eapp
a,H = kB

T1T2

T2 − T1
ln
�

ts,1

ts,2

�
. (4.4)

Typically, these two activation energies differ considerably with Eapp
a,V ≈ 0.1 eV [256], [257] and

Eapp
a,H ≈ 1.0 eV. As shown in Fig. 4.1b, the recovery curves of different temperatures show a

notably different evolution that would lead to a variation of the apparent activation energy with
the recovery time [257]. Indeed, as will be presented in this section, the apparent activation
energies depend on many more parameters, such as bias and stress time.

4.1.1 The Analytic Activation Energy Map

In the following, the concept of analytic activation energy (AE) and capture-emission-time
(CET) maps for modeling of BTI is used to investigate the dependencies of both the horizontal
and the vertical apparent activation energies [140], [147]. In this framework, BTI is the collective
response of an ensemble of defects with distributed capture activation energies Ec and emission
activation energies Ee. The capture and emission time constants τc and τe, respectively, are
linked to their activation energies by an Arrhenius law [144], [267], [268], as per

τc/e = τ0,c/e exp
�

Ec/e

kBT

�
. (4.5)

For given stress and recovery voltages, an extended MSM scheme with long recovery phases
can be used to extract a CET map for a certain temperature, which is the joint probability density
function g

�
τc, τe

�
of the time constants, by calculating the second mixed partial derivative [140]

as per

g
�
τc, τe

� ≈ −∂2∆Vth
�
τc, τe

�
∂τc∂τe

. (4.6)
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Figure 4.2. (a) AE map from a Si technology showing the recoverable and quasi-permanent component
for VGS = −2 V. A density value of x corresponds to 10xV eV−2. Based on data from [270]. (b) The
CET map at T = 150 ◦C calculated from a). Note that the shown density values are per squared decade
in time. A density value of x corresponds to 7 × 10xmV. Redrawn from [MFJ3].

Component τ0 [ns] µc [eV] σc [eV] µ∆e [eV] σ∆e [eV] V0 [V] m r
R 5.55 × 10−5 0.99 0.314 −0.11 0.216 −0.669 3.05 1
P 0.573 1.27 0.171 1.57 0.211 −0.407 2.77 0

Table 4.1. Parameters of two bivariate Gaussian distributions from a Si technology. Redrawn
from [MFJ3].

If several extended MSM schemes are conducted at different temperatures, Equation 4.5 allows
to extract the parameters of an analytic AE map that is shown for a 130 nm silicon (Si) technology
with a 2.2 nm nitrided gate oxide in Fig. 4.2a, whereas Fig. 4.2b shows a corresponding CET
map. Hereby, the AE map is a superposition of two distributions. Based on their time scales, the
two components are called recoverable component (R) and quasi-permanent component (P),
respectively. Each component follows a distribution [269] that is given by

g
�
Ec, Ee

�
=

A
2πσcσ∆e

exp
�
−
�
Ec − µc

�2

2σ2
c

−
�
Ee −

�
rEc + µ∆e

��2

2σ2
∆e

�
. (4.7)

Apparently, the parameter r ∈ [0, 1] represents a correlation between Ec and Ee. The parameters
of both R and P of the map shown in Fig. 4.2a are listed in Table 4.1. In fact, the distribution
in Equation 4.7 is a bivariate Gaussian distribution in Ec and Ee. The mean µe, the standard
deviation σe and the correlation coefficient ρ of the standard form of the bivariate Gaussian
distribution are given by

µe := rµc + µ∆e (4.8)

σ2
e := r2σ2

c + σ2
∆e (4.9)

ρ := r
σc

σe
(4.10)

The analytic AE map allows to calculate ∆Vth after a certain ts and recovery time (tr). Hereby,
∆Vth is calculated as the integral over the product of an occupation map and the CET map.
Under the assumption that a defect with a certain τc < ts and a τe > tr is always occupied, the
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occupation map is given by a product of Heaviside step functions

P
�
Ec, Ee, ts, tr

�
= Θ

�
Ecs − Ec

�× Θ
�
Ee − Eer

�
(4.11)

with

Ecs = kBT ln
�

ts

τ0,c

�
, Eer = kBT ln

�
tr

τ0,e

�
. (4.12)

This leads to the result

∆Vth
�
ts, tr

�
=

∞

0

∞

0

P
�
τc, τe, ts, tr

�
g
�
τc, τe

�
dτe dτc

=

∞

0

∞

0

P
�
Ec, Ee, ts, tr

�
g
�
Ec, Ee

�
dEe dEc

≈
Ecs

0

∞

Eer

g
�
Ec, Ee

�
dEe dEc

=

S

g
�
Ec, Ee

�
dS. (4.13)

Consequently, ∆Vth can be obtained by simply integrating the AE map over an infinitely large
rectangular area S. However, it has to be considered that τ0 in Equation 4.5 might be different
for R and P, which makes Ecs and Eer dependent on the considered component. Until stated
differently, it is in the following assumed that the τ0’s are equal for both R and P.

4.1.2 Basic Principle of Vertical Extraction

Based on two temperatures T1 < T2, the vertical extraction was defined in Equation 4.3,
whereby ∆Vth required for its calculation can be obtained using Equation 4.13. The principle
of the vertical extraction is schematically illustrated in Fig. 4.3. For temperature T1, the corre-
sponding integration area S1 is defined by the parameters Ec1 := Ecs

�
T1
�

and Ee1 := Eer
�
T1
�
.

Analogously for T2, S2 is determined by Ec2 := Ecs
�
T2
�

and Ee2 := Eer
�
T2
�
. These parameters

contain the dependencies on ts and tr, whereas the AE map contains the dependencies on stress
and recovery voltage.

First, Fig. 4.3 illustrates that there is an intersection between S1 and S2 that is called A.
Subsequently, the area S can be expressed as S1 = A ∪ AE and S2 = A ∪ AC. Define I

�
S
�

as the
integral of the AE map over the area S. Then, the apparent activation energy Eapp

a,V is given by

Eapp
a,V = kB

T1T2

T2 − T1
ln

��
1 +

I
�

AC
�

I
�

A
�

1 +
I
�

AE
�

I
�

A
�
��. (4.14)
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Figure 4.3. Schematic illustration of both horizontal and vertical energy extraction methods. For
comparison, the stress times at temperature T1 are equal for both methods and the recovery time is
set to be the same at both temperatures. This results in identical measurements at temperature T1.
∆Vth at T1 is obtained by integrating the AE map over the blue framed area, where the overlap of
the distributions R and P with the integration area is marked in dark blue. The threshold voltage
shift at the higher temperature T2 is obtained by integrating over the red framed area. For the vertical
extraction, the quantities Ec1, Ee1, Ec2, and Ee2 are determined by the freely chosen measurement
conditions T1, T2, ts, and tr, which define the areas AE, AC and A. The vertical activation energy is
calculated by integrating the AE map over these areas using Equation 4.14. In contrast, the horizontal
extraction differs from the vertical extraction even though both begin with the identical measurement
at T1. While the measurement conditions T1, T2, ts1, and tr are the same as for the vertical method,
ts2 is determined by the condition that I

�
AC

�
= I

�
AE

�
. Under the condition of a comparably small

contribution from AE and a high amplitude of the distribution around Ec1, Ec2 will be close to Ec1.
According to Equation 4.16, the horizontal activation energy will thus be close to Ec1. Redrawn
from [MFJ3].

Apparently, Eapp
a,V depends on ratios of integrals that are dependent on stress time, recovery time,

and the considered temperatures. Thus, the horizontal apparent activation energy Eapp
a,V depends

on the same parameters.

4.1.3 Basic Principle of Horizontal Extraction

As given by Equation 4.4, the horizontal extraction is based on the ratio of the stress times
to reach a certain ∆Vth. Provided that at temperature T1 both stress and recovery times are
chosen the same as for the vertical extraction, Ec1 and Ee1 have the same values. Furthermore,
the values of Ee2 are the same provided that the recovery times at temperature T2 are identical.
Consequently, only the parameter Ec2 differs from the vertical extraction, whereby its value is
determined by the condition ∆Vth

�
ts,1, T1

�
= ∆Vth

�
ts,2, T2

�
. This condition translates into the

equality of the integrals I
�

AC
�
= I

�
AE

�
. Using the definitions of Ecs and Eer in Equation 4.12,

the ratio of stress times is given by

ts,1

ts,2
= exp

�
Ec1

kBT1
− Ec2

kBT2

�
(4.15)
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Inserting this into Equation 4.4 yields

Eapp
a,H = Ec1 − T1

T2 − T1

�
Ec2 − Ec1

�
� �� �

:=∆E

, (4.16)

whereby the term ∆E denotes the deviation from the energy Ec1. For a typical AE map of
a Si technology (see Fig. 4.2a), the P component has a significantly larger amplitude A (see
Equation 4.7) than the R component. As a result, the condition I

�
AC

�
= I

�
AE

�
leads to a

relatively small height Ec2 − Ec1 of the area AC compared to the width Ee2 − Ee1 of a given area
AE (see Fig. 4.3). Consequently, ∆E is typically smaller than Ec1. Nevertheless, Equation 4.16
clearly demonstrates that also the horizontal activation energy Eapp

a,H depends on stress time,
recovery time, and temperature.

4.1.4 Analytic Formulations of Apparent Activation Energies

Based on the basic principles of horizontal and vertical apparent activation energies, suitable
approximations can be found to derive analytic formulations of these energies. Finding an
analytic formulation for Eapp

a,V is the more complex problem because it requires an analytic
expression for ∆Vth. As a first approximation, recovery is assumed to be negligible (tr = 0 s),
which directly leads to Eer = −∞ and the integration over Ee in Equation 4.13 can therefore be
eliminated. In a next step, the resulting one-dimensional Gaussian distribution is approximated
by a logistic distribution of the same standard deviation [271]. Finally, it is assumed that�
µcπ

�
/
�√

3σc
� ≫ 1, such that the lower limit of the integration can be extended from zero to

negative infinity. These approximations lead to the result

Ecs

0

∞

−∞

g
�
Ec, Ee

�
dEe dEc = A

Ecs

0

1√
2π

exp
�
−
�
Ec − µc

�2

2σ2
c

�
dEc

≈ A

Ecs

−∞

π√
3σc

exp
�

π
µc − Ecs√

3σc

�
�

1 + exp
�

π
µc − Ecs√

3σc

��2 dEc

≈ A
�

1 + exp
�

π
µc − Ecs√

3σc

��−1

. (4.17)

As the AE map consists of the two components R and P, the corresponding integrals have to be
evaluated and inserted into Equation 4.3, which finally leads to the analytic formulation for the
vertical activation energy

Eapp
a,V = kB

T1T2

T2 − T1
× ln

��
1 + CR

�
T2
�
t−γRT2
s

�−1
+ A′�1 + CP

�
T2
�
t−γPT2
s

�−1�
1 + CR

�
T1
�
t−γRT1
s

�−1
+ A′�1 + CP

�
T1
�
t−γPT1
s

�−1

�
. (4.18)

γi :=
πkB

σc,i
√

3
, Ci

�
T
�

:= exp
�

πµc,i

σc,i
√

3

�
τ

γiT
0,i , i ∈ �

R, P
�

A′ := AP/AR
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Figure 4.4. Analytic approximations for the apparent activation energies calculated based on the
parameters in Table 4.1 and VGS = −2 V. (a) The dependence of the vertical activation energy on its
extraction point (stress time). Both the direct result from the AE map with a recovery time of 1 µs
and the approximation from Equation 4.18 are shown. The temperatures were set to T1 = 120 ◦C and
T2 = 150 ◦C. (b) The dependence of the horizontal activation energy on its extraction point (∆Vth). As
in (a), the results from the AE map and the analytic formulation from Equation 4.19 are compared.
The temperatures are identical to the ones used in (a). The term ∆E (see definition in Equation 4.16) is
small compared to the apparent activation energy. Redrawn from [MFJ3].

A comparison of Eapp
a,V directly obtained from the AE map and from the analytic formulation is

presented in Fig. 4.4a. The two curves are in good agreement.

As already indicated by Equation 4.16, finding an analytic formulation for the horizontal
activation energy Eapp

a,H is more difficult because it requires to determine Ec2 under the condition
I
�

AC
�
= I

�
AE

�
. However, assuming sufficiently long stress times, ∆E can approximately be

neglected. Hence, the horizontal activation energy is given as

Eapp
a,H ≈ Ec1 = kBT1 ln

�
ts,1

τ0,P

�
. (4.19)

Consequently, the horizontal activation energy is just the extraction point itself. It is proportional
to the logarithm of the stress time that corresponds to ∆Vth at T1 where the activation energy
is extracted. As shown in Fig. 4.4b for two different recovery times, there is a good agreement
between the direct result obtained from the AE map and Equation 4.19. Furthermore, the term
∆E is significantly smaller than Eapp

a,H , which also confirms the validity the approximation from
Equation 4.19.

4.1.5 Relation Between Horizontally and Vertically Extracted Energies

As the vertical extraction method is not motivated by physics, the resulting values of Eapp
a,V

differ strongly from the activation energies in the AE map, e.g. of the P component. However,
under a certain condition, a relationship between the vertical and horizontal extraction methods
can be derived. If ∆Vth followed a power law dependence on the stress time with a power law
exponent n and the temperature dependence was incorporated in the form of an exponential, as
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Figure 4.5. (a) AE map from a SiC trench MOSFET for VGS = 25 V. A density value of x corresponds
to 10xV eV−2. Based on data from [231]. b) A CET map calculated from a) at T = 175 ◦C. A density
value of x corresponds to 7 × 10xmV. Redrawn from [MFJ3].

per

∆Vth ∝
�
ts
�n exp

�
−Eapp

a,V

kBT

�
, (4.20)

the two apparent activation energies can be converted via

Eapp
a,H =

Eapp
a,V

n
. (4.21)

However, note that this relation is based on fitting the measurement data with a power law of
which the exponent n has no specific physical meaning.

4.1.6 Examples for the Dependencies of Apparent Activation Energies

This section presents the dependencies of both horizontal and vertical activation energies
on measurement parameters using two examples. First, these dependencies are presented for
a 130 nm Si metal-oxide-semiconductor field-effect transistor (MOSFET) followed by a silicon
carbide (SiC) MOSFET with an asymmetric trench design (see Section 1.5.2). In contrast to the
previous considerations on the basic extraction methodology and the analytic formulation, the
apparent activation energies are extracted using an Arrhenius plot.

The Si technology belongs to the AE map from Fig 4.2a, where the P component has
a significantly higher amplitude than the R component. In contrast to that, a SiC MOSFET
typically has a more dominant R component compared to the P component. Its AE map is
illustrated in Fig. 4.5 together with a CET map.

130 nm Silicon MOSFET

First, the two extraction methods are analyzed regarding their dependence on the respective
extraction point. Afterwards, the dependencies on recovery time and stress voltage are presented.

Fig. 4.6 shows the dependence of the vertical activation energy on the stress time (extraction
point). Hereby, Fig 4.6a shows the extraction in an Arrhenius plot for three selected stress times.
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Figure 4.6. (a) Arrhenius plot for the vertical activation energy of a Si technology at three different
stress times (extraction points) with three different temperatures (100 ◦C, 150 ◦C, and 200 ◦C). The
stress voltage was set to VGS = −2 V. (b) Vertical activation energy of a Si technology versus the stress
time (extraction point) at a recovery time of tr = 1 µs. The three stress times from (a) are indicated by
color. Redrawn from [MFJ3].
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Figure 4.7. (a) Arrhenius plot for the horizontal activation energy of a Si technology at three different
∆Vth values (extraction points) with three different temperatures (100 ◦C, 150 ◦C, and 200 ◦C). The
stress voltage was set to VGS = −2 V. (b) Vertical activation energy of a Si technology versus ∆Vth

(extraction point) at a recovery time of tr = 1 µs. The three ∆Vth values from (a) are indicated by color.
Redrawn from [MFJ3].

According to Equation 4.1, the vertical activation energy corresponds to the negative of the slope.
The resulting values are shown in Fig. 4.6b. First, it is to note that the extracted values cover a
broad range from 0.01 eV to 0.15 eV. Furthermore, Eapp

a,V increases monotonously with increasing
stress time, but there are two plateaus observed around 10−1 s and 105 s. These plateaus stem
from the two components R and P and can be understood by looking at the AE map in Fig. 4.2.
For small stress times, the R component dominates ∆Vth and the activation energy increases until
the recoverable component is fully charged. ∆Vth hardly changes in between of the components
R and P , which leads to the plateau. Once the stress time is sufficiently long to reach the P
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Figure 4.8. (a) The horizontal activation energy of a Si technology versus the recovery time at a stress
voltage of VGS = −2 V for three different extraction points (∆Vth). (b) The horizontal activation energy
of a Si technology versus the stress voltage for three different extraction points. Redrawn from [MFJ3].

component, the activation energy increases again until the maximum of the P component is
reached.

In analogy, Fig. 4.7 shows the dependence of the horizontal activation energy on ∆Vth

(extraction point). The Arrhenius plot in Fig. 4.7a exemplarily shows the extraction of the
activation energy for three different values of ∆Vth, whereby the value of the activation energy
is given as the slope of each curve. The resulting values are shown in Fig. 4.7b and cover a
range from 0.6 eV to 1.3 eV. As discussed in Section 4.1.3, the horizontal extraction measures
the shortening of the stress time upon an increase in temperature around the extraction point.
Consequently, the values are in the same range as the mean activation energies µc of the R and P
components in the AE map (indicated by dashed horizontal lines in Fig. 4.7b).

Apart from the extraction point, another parameter influencing the apparent activation en-
ergy is the recovery time. Its impact on the horizontally extracted activation energy is illustrated
in Fig. 4.8a, which shows the horizontal activation energy as a function of the recovery time for
three different extraction points. The dependence on the recovery time decreases with increasing
∆Vth, which is a consequence of an increasing relative contribution from the P component. The
higher the extraction point, the longer is the stress time needed to achieve the corresponding
∆Vth, which increases the relative contribution of the P component. As its amplitude is signif-
icantly higher than the amplitude of the R component, the temperature dependence of the P
component dominates the extraction of the apparent activation energy. Recovery on the time
scale of the R component is therefore negligible. As indicated by the horizontal dashed lines
in Fig. 4.8a, the extracted horizontal activation energy at ∆Vth = 50 mV is closer to µc,P than at
∆Vth = 10 mV.

A conventional AE map is only valid for a certain stress and a certain recovery voltage. How-
ever, the stress voltage dependence can be included by introducing a stress voltage-dependent
amplitude of both the R and P components [147], [272]. Hereby, the amplitude is given by a
power law A =

�
VGS/V0

�mmV eV−1. Any other dependencies of model parameters, such as
µc of R and P components, were shown to be negligible. Fig. 4.8b presents the dependence
of the horizontal activation energy on the stress voltage for three different extraction points.
Apparently, there is an almost linear relation between these two quantities for all three extraction
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Figure 4.9. (a) The threshold voltage shift ∆Vth of a SiC MOSFET versus the stress time for two
temperatures at a recovery time of 1 µs, a stress voltage of 25 V. Solid lines indicate the simulated
result from the AE map in Fig. 4.5a. (b) The threshold voltage shift ∆Vth of a SiC MOSFET versus the
recovery time for two stress times and temperatures. Redrawn from [MFJ3].

points, whereby the activation energy decreases with increasing absolute stress voltage. An
increased absolute stress voltage decreases the stress time needed to achieve the same extrac-
tion point (∆Vth). As shown by Equation 4.19, the horizontal activation energy decreases with
decreasing stress time.

Silicon Carbide MOSFET

As indicated by the AE map of a SiC trench MOSFET in Fig. 4.5, these devices typically
feature a significantly stronger R component compared to the P component. Compared to a Si
technology, where the R component is less dominant, the recovery time has a much stronger
impact on any measurement. Furthermore, both negative bias temperature instability (NBTI)
and positive bias temperature instability (PBTI) are significant and can lead to high shifts in
∆Vth [149]. However, it has to be noted that the high values for ∆Vth predominantly originate
from the R component, which is fully recoverable. Consequently, the ∆Vth associated with the R
component cannot be considered as a degradation of the device.

Interestingly, this dominance of the R component can also lead to non-physical apparent
activation energies [155]. This is illustrated in Fig. 4.9a, showing ∆Vth as a function of the stress
time, and in Fig. 4.9b, showing ∆Vth as a function of the recovery time, for two temperatures. As
shown by both plots for the shortest recovery time, ∆Vth is higher at the lower temperature. In
the context of phenomenological modeling, such a behavior is often associated with a negative
apparent activation energy. Obviously, negative activation energies are completely non-physical.
Finally, Fig. 4.9b shows that this behavior flips for recovery times above 1 ms and 1 s, respectively,
depending on the stress time.

The impact of this phenomenon on the horizontal activation energy is illustrated in Fig. 4.10a,
showing the horizontal activation energy versus its extraction point at a recovery time of 1 µs and
the corresponding simulated value, where the contribution of the R component was removed.
The measurement data clearly show a negative horizontal activation energy over the entire range
of ∆Vth. In contrast, the simulated value is positive over the entire considered range. Of course,
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Figure 4.10. (a) The horizontal activation energy of a SiC MOSFET versus the extraction point (∆Vth)
at a stress voltage of VGS = 25 V . The solid line indicates the simulated dependence, where the
R component was not considered. (b) The horizontal activation energy versus the recovery time.
Redrawn from [MFJ3].

the explanation of this phenomenon lies in the distribution of activation energies. As already
pointed out, SiC technology typically has a dominant R component, whereas Si technology
has a dominant P component (see AE maps in Fig. 4.2a and Fig. 4.5a). For the distribution of
SiC, it can occur that an increase of temperature leads to the situation where the contribution
from defects with emission time constants lower than the used recovery time decreases more
than the contribution from defects with decreased capture time constants increases. This leads
to the observed behavior and thereby affects the horizontal activation energy. As illustrated
in Fig. 4.10b, this behavior vanishes once the recovery time becomes sufficiently long, which
subsequently leads to a change in sign of the horizontal activation energy. This is an important
example that illustrates the non-physical character of apparent activation energies and why
it is important to always consider the entire distribution of underlying activation energies.
Furthermore, it clearly uncovers the challenges induced by the strong R component in SiC
MOSFETs.
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4.2 The Recoverable Component in SiC MOSFETs and its Impact on
Measurements

The contents of this section were previously published in [MFJ4].
As discussed in the previous Section 4.1, the strong recoverable component in silicon car-

bide (SiC) metal-oxide-semiconductor field-effect transistors (MOSFETs) can lead to entirely
non-physical, negative, apparent activation energies. Besides that, there are several other pecu-
liarities that originate from the presence of the strong recoverable component. First, it leads to a
subthreshold hysteresis in conventional transfer characteristics (see Section 3.1) [157], but also to
a dynamically changing on-state resistance (Ron) during gate switching [154]. Unlike in silicon
(Si)-based devices, a reliable measurement of the threshold voltage (Vth) in reliability testing is
not trivial [273], [274]. Although different annealing techniques can significantly reduce the sub-
threshold hysteresis [275], it is an intrinsic property of all SiC MOSFETs, including commercially
available devices. In this section, the impact of the recoverable component on device parameter
measurements of different commercial devices is investigated.

For this purpose, four commercially available SiC MOSFETs were tested with regard to the
presence and impact of the recoverable component on Vth measurements and measurements of
the transfer characteristic. The used devices and their key figures are listed in Table 4.2. Two
of them have a trench design (see Section 1.5.2), whereas the other two devices have a double-
diffused MOS (DMOS) design (see Section 1.5.1). The tested devices originate from the same
voltage class (V(BR)DSS) and have a comparable input capacitance Ciss. Also regarding the Baliga
high-frequency figure of merit (BHFFOM) (see Equation 1.5) [13], three of these devices perform
similarly well. All measurements were conducted at room temperature. The measurement of
the threshold voltage was conducted with custom measurement equipment (see Section 3.3) by
forcing a constant drain-source current (IDS) of 1 mA at a drain-source voltage (VDS) of 0.5 V.

Label V(BR)DSS Vth VGS,min VGS,max Ciss Design BHFFOM
[V] [V] [V] [V] [pF] [ns−1]

A 1200 3.5–5.7 −7 23 182 trench 16
B 1200 2.7–5.6 −4 22 398 trench 16
C 1200 1.8–N/A −10 25 290 planar 7
D 1200 2.0–4.0 −10 25 259 planar 14

Table 4.2. Datasheet values and properties of the four tested devices including the maximum drain-
source voltage V(BR)DSS, the threshold voltage Vth, the minimum and maximum gate-source voltage
ratings VGS,min and VGS,max, the input capacitance Ciss, the design type, and the BHFFOM. Redrawn
from [MFJ4].

Due to the strong recoverable component in SiC MOSFETs, the measurement itself has
already a considerable impact on the determination of a device parameter. Just continuously
measuring Vth via the feedback loop of the used measurement equipment, Vth starts to shift
significantly within fractions of a second. This is illustrated in Fig. 4.11 for the four tested
commercial MOSFETs. With respect to the shortest recovery time used, the Vth of device C
shows the strongest shift up to almost 0.7 V after about 100 s, whereas device D shows the lowest
shift. Considering that both device C and D are double-diffused MOSFETs (DMOSETs) and
the other devices are trench MOSFETs (UMOSFETs), it appears that the device design does not
ultimately determine the observed shift, although it is known that the difference in the used
crystal face for the channel may have an impact on the hysteresis [157].
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Figure 4.11. Evolution of threshold voltage shift (∆Vth) while continuously measuring Vth of all tested
devices A–D. During this Vth measurement, Vth is applied to the gate terminal which triggers electron
trapping (constant IDS = 1 mA, VDS = 0.5 V, at room temperature). Redrawn from [MFJ4].
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Figure 4.12. (a) Evolution of the gate voltage and a signal being proportional to the drain-source
current over a 70 µs gate pulse from VL = −12 V to VH = 6 V. The measurement delay time tD and
the integration time tI are exemplarily indicated for a particular readout. After an initial overshoot
of the current signal, it decreases monotonously during the gate-source voltage (VGS) pulse. (b) The
same measurement conducted for comparison using a Si MOSFET. Here, neither an overshoot nor a
significant decrease of the current signal is observed. Redrawn from [MFJ4].

As already pointed out in Section 1.4, SiC MOSFETs are predominantly used in applications
where the gate terminal is switched between the on-state and the off-state with a high frequency
up to hundreds of kilohertz. Due to its increased magnitude in SiC devices, the impact of the
recoverable component on IDS is more significant than in Si-based devices. Fig. 4.12 shows a gate
pulse from a negative gate-source voltage (VGS) of −12 V to a positive VGS of 6 V for a SiC- and a
Si-based MOSFET, respectively. The strong recoverable component in the SiC device leads to a
significant overshoot of IDS. In contrast to the application condition of fast switching between
two voltage levels, a transfer curve is typically measured by slowly sweeping VGS at a constant
VDS (see Section 3.1). During the sweep, previously trapped charges detrap and other charges
get trapped, which dynamically influences the shape of the transfer curve [157]. In order to have
a more application-relevant transfer curve, the measurement of the transfer curve must involve
a pulsed VGS, where the high level VH is swept while keeping the low level VL constant.
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Figure 4.13. (a) The measurement sequence for short pulses. (b) The measurement sequence for gate-
pulsed transfer characteristics. For each high level VH (pulse frame), IDS is measured within several
averaging frames with a length of 3.6 µs, each consisting of several IDS readouts. Each averaging frame
is triggered after a certain delay time tD after the start of the pulse, ranging from 7 µs to 67 µs.

In the following Section 4.2.1, both the shift and the subsequent recovery of Vth of such short
pulses are analyzed for the four commercial devices. Afterwards, Section 4.2.2 then contains a
analysis of the mentioned gate-pulsed transfer characteristic and its parameter dependencies.
Finally, device conditioning [276], [277] for reliability testing is analyzed by measuring the
recovery of Vth after short double pulses.

4.2.1 Threshold Voltage Shift after Short Gate Pulses

First, the four devices are analyzed with respect to their response in Vth to short gate pulses.
The measurement principle is schematically illustrated in Fig. 4.13a. Each measurement consists
of a pulse with a certain length ts and with a voltage Vpulse that is applied to the gate terminal
while both drain and source terminals are grounded. At the end of the pulse, VDS is set to
0.5 V and the feedback loop at the gate terminal forces IDS = 1 mA. All the measurements are
additionally separated by a period of 2 min during which all terminals are grounded to allow
the device to return to its pristine state. In order to determine the threshold voltage shift (∆Vth)
of a particular pulse, the measured recovery curve is compared to a recovery curve without a
preceding pulse at the gate terminal.

The resulting recovery curves of ∆Vth of all four devices are shown in Fig. 4.14 for pulse
voltages of both 18 V and −12 V. Note that for such low recovery times down to 1.8 µs and a
pulse length of 100 ms, ∆Vth reaches up to around 2.5 V and down to −3 V, depending on the
device and the pulse voltage. For the negative pulse voltage, the UMOSFETs A and B exhibit a
higher drift compared to the DMOSETs C and D.

For all the devices, ∆Vth increases with increasing pulse length on a logarithmic time scale.
Fig. 4.15 shows the corresponding ∆Vth as a function of the pulse length for both pulse voltages
of −12 V and 18 V, respectively. For a pulse voltage of −12 V, the two UMOSFETs show the
strongest dependence of ∆Vth on the pulse length up to about 1 ms, whereas ∆Vth of the two
DMOSETs has a linear relation to the logarithm of the pulse length. Regarding a pulse voltage of
18 V, all the devices show approximately a linear increase in ∆Vth with the logarithm of the pulse
length. In contrast to the −12 V pulse, the 18 V pulse leads to a higher ∆Vth in the DMOSETs
than in the UMOSFETs.

Furthermore, increasing the absolute value of the pulse voltage significantly increases ∆Vth

as well, as illustrated in Fig. 4.16. Although the two shown pulse lengths of 1 µs and 100 ms differ
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Figure 4.14. Recovery of ∆Vth after positive gate pulses of 18 V (∆Vth > 0) and negative pulses of
−12 V (∆Vth < 0) for various pulse lengths ts between 100 ns and 100 ms. The plots (a)–(d) show these
recovery curves of the tested devices A–D. Redrawn from [MFJ4].
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Figure 4.15. Dependence of ∆Vth on the pulse length obtained using the shortest recovery time of
1.8 µs. The plots compare the tested devices A–D using pulse voltages of (a) −12 V and (b) 18 V.
Redrawn from [MFJ4].

by five orders of magnitude in time, the observed pulse voltage dependence is very similar for
negative Vpulse, whereas for positive Vpulse, the observed ∆Vth more than doubles its value. The
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Figure 4.16. Dependence of ∆Vth on the pulse voltage obtained using the shortest recovery time
of 1.8 µs. The plots compare the tested devices A–D using pulse lengths of (a) 1 µs and (b) 100 ms.
Redrawn from [MFJ4].
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Figure 4.17. Dependence of the recovery time necessary to reach a ∆Vth lower than a certain limit on
the pulse voltage for a pulse length of (a) 1 µs, a limit of 50 mV and for a pulse length of (b) 100 ms
and a limit of 200 mV. Redrawn from [MFJ4].

qualitative behavior of the two trench devices A and B is very similar. In particular for negative
Vpulse, they exhibit a strong decrease of ∆Vth with decreasing Vpulse. Apart from C, which is
interestingly also the device with the worst BHFFOM, all devices show a similar behavior for
positive Vpulse.

Overall, the recoverable component in SiC MOSFETs hence imposes challenges to device
parameter measurements. A considerable charge corresponding to several volts of ∆Vth is
trapped at the SiC/silicon dioxide (SiO2) interface and can be built up within a microsecond gate
pulse, however, it needs many more decades in time to fully recover back. Fig. 4.17 illustrates
the time that devices need to recover to a certain limit in ∆Vth after 1 µs and 100 ms long pulses,
whereby the limits are set to 50 mV and 200 mV, respectively. For a negative Vpulse, the devices
A, B, and C show similar values for this time in the range of 1 – 10 s and 0.1 – 1 s after the
two different pulses, respectively. Device D shows much smaller values, because it exhibits in
general a lower response in ∆Vth to negative Vpulse. Concerning the dependence on negative
Vpulse, the time to reach the limit is roughly a constant once a certain threshold in Vpulse has been
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Figure 4.18. Impact of different delay times tD on IDS, transconductance gm, and on-state resistance
RDS,on using a low level of −14 V. While the off-state time was set to 1 ms, VDS was set to 1 V (except
for device B using VDS = 0.5 V). The plots (a)–(d) correspond to the tested devices A–D. The longer
delay time leads to a reduced IDS and increased Ron. Redrawn from [MFJ4].

passed. In contrast to that, the time continuously increases for a positive Vpulse with increasing
Vpulse. Furthermore, the trench devices seem to reach the limit faster for positive Vpulse than the
DMOSETs. Overall, the recoverable component shows a strong asymmetry between the capture
of the charge and its emission.

4.2.2 Impact of the Recoverable Component on the Pulsed Transfer Characteristics

As already discussed in Section 3.1, a transfer characteristic that is measured by slowly
sweeping VGS at a constant VDS is affected by the recoverable component of bias temperature
instability (BTI) in SiC MOSFETs. In order to avoid self-heating, the applied VDS is typically
pulsed in order to minimize the dissipated power and keep the device at a constant temperature.
In Si-based MOSFETs with their much weaker recoverable component, this measurement
technique works flawlessly. However, in SiC MOSFETs, everything that is related to the timing
of the measurement or the voltages applied before or during the measurement affect the shape of
the measured transfer characteristic. This is caused by vivid trapping and detrapping dynamics
during the measurement, which is caused by the applied VGS and involves shifts in ∆Vth on the
order of several volts (see Fig. 4.14).
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Consequently, there is a clear need for an alternative measurement of the transfer character-
istic. Considering that most applications of SiC MOSFETs require continuous switching of VGS

at a frequency up to hundreds of kilohertz (see Section 1.4), pulsing VGS instead of VDS is a better
approach. This is illustrated in Fig. 4.13b. Hereby, VGS is pulsed between a constant low level VL,
that is applied for 1 ms and a successively increasing high level VH. VL can be chosen in such a
way that it mimics the off-state voltage of a specific application. As shown in Fig. 4.12, the trap-
ping of positive charge during the VL-phase leads to an initially lower Vth and subsequently to
an overshoot in IDS, that is captured by this measurement scheme. Not enough that this scheme
is more application-relevant than a slow VGS-sweep, the VL-phases reset the interface defects to a
defined state before each pulse frame. This makes this measurement approach very reproducible
and independent of potentially applied biases in the near past. However, the precise timing of
the measurement during the VH-phase is of particular importance. Each VH-pulse (pulse frame)
in Fig. 4.13b features eight averaging frames with a length of 3.6 µs, during which the four IDS

measurements are conducted and averaged. Each transfer characteristic therefore provides eight
IDS values per VH, measured with a reproducible and clearly defined timing with delay times
between 7 µs and 67 µs.

From such a pulsed transfer characteristic, both the transconductance gm and the on-state
resistance Ron can be calculated (see Section 3.1). The most influential measurement parameters,
affecting the outcome of IDS, gm, and Ron, are the chosen delay time tD and the low level VL. In
the following, their impact on the parameter measurements of the four different devices are
examined.

Fig. 4.18 shows the parameter curves for the shortest delay time of 7 µs and the longest
delay time of 67 µs for VL = −14 V. Apparently, the longer delay time leads to a lower IDS and a
subsequently increased Ron for all four devices. Also the transconductance shows a significant
shift to higher VGS, however, the fact that this shift is not constant hints towards changes in the
channel mobility, because of changed Coulomb scattering [278]. Although the difference in the
delay time is only 60 µs, the increase in the measured Ron at VGS = 15 V reaches up to 20 mΩ
(≈ 5 %) for device A and even 30 mΩ (≈ 8 %) for device C. As expected from the low shifts
observed in Vth after short VGS-pulses, device D shows the lowest impact of the chosen delay
time on the transfer characteristic.

In contrast to that, Fig. 4.19 shows the parameter curves for the highest VL of −0.25 V
and the lowest VL of −14 V. Here, the impact on the parameter curves is even worse than
for the previously considered delay time. Generally, the lower VL leads to an increase in IDS

and subsequently to a decreased Ron. Again, deviations from a constant horizontal shift in the
transconductance hint towards changes in the channel mobility. In particular, devices A and
B even show a significant reduction in their channel mobility with the lower VL. This must be
related to increased Coulomb scattering at trapped holes, captured during the VL-phase. For
device A, Ron is reduced by the lower VL by 20 mΩ (≈ 4 %), whereas device C even shows a
reduction of 34 mΩ (≈ 8 %).

The impact of VL and the delay time is illustrated in Fig. 4.20 in greater detail. It shows the
shift in IDS as a function of VL for different delay times. The quantities ∆IDS

�
tD
�

and ∆IDS
�
VL

�
are the maximum observed shift in IDS caused by a change in delay time (relative to the lowest
delay time) or by a change in the low level (relative to the highest VL), respectively. As observed
for devices C and D, ∆IDS

�
VL

�
covers a range between 0.4 % and 8.7 %. While devices A, B, and

D show a monotonously increasing ∆IDS
�
VL

�
, device C shows a local minimum around −2 V.
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Figure 4.19. Impact of different low levels VL on IDS, transconductance gm, and on-state resistance
RDS,on using a delay time of 7 µs. While the off-state time was set to 1 ms, VDS was set to 1 V (except
for device B using VDS = 0.5 V). The plots (a)–(d) correspond to the tested devices A–D. The lower
base voltage leads to an increased IDS and decreased Ron. Redrawn from [MFJ4].

Consequently, from the minimum to the maximum, there are more than 10 % variation in IDS.
The quantity ∆IDS

�
tD
�

ranges from 0.2 % (device D) up to 2.5 % (device A).
Overall, the results show that the impact of the recoverable component on the parameter

measurements is not a matter of the device design (compare devices A and C). It is inherently
present in all SiC MOSFETs. It is important to note that this way to measure the transfer
characteristic is not only relevant for small VDS, the recoverable component is equally influential
under more application-relevant high VDS. This is illustrated in Fig. 4.21 that shows four transfer
characteristics that are measured by quickly sweeping the gate bias from different starting
voltages upwards within a time of 5 µs.

4.2.3 Conditioning of Threshold Voltage Measurements

Reliability testing demands a clear understanding of what is actually required to be tested.
Suppose there would be a way to measure the Vth of a SiC MOSFET without changing the
occupancy of the defects at the SiC/SiO2 interface. A stress test that exposes the MOSFET for a
certain stress time to a positive VGS which triggers the trapping of charges will lead to a ∆Vth

that includes a contribution from the recoverable component. The data would not reflect the
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Figure 4.20. Normalized change in IDS for different delay times tD. The plots (a)–(b) correspond to the
devices A–D. As indicated in (a), the quantities ∆IDS
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change in IDS caused by a change of the delay time (relative to 7 µs) and by lowering the low level
(relative to −0.25 V). Redrawn from [MFJ4].

fact that this component, which would be a major part of the observed drift in Vth, is completely
recoverable and can be easily removed by applying a negative VGS for a very short time. In an
application-like operation mode, the recoverable component would anyway be charged and
discharged each time the MOSFET is switched. The conclusion must be that the recoverable
component should not be part of any considerations regarding long-term device instability.
This is the reason why device conditioning was introduced [273], [276], [277], [279], [280]. The
essence of device conditioning is that a pulse of a certain voltage and length brings the defects
constituting the recoverable component into a defined state of occupancy. If each readout of the
test is carried out in exactly the same way and if the degradation mechanism that occurs during
the stress does not affect the recoverable component, the recoverable component cancels out.
Device conditioning is consequently a valuable and suitable approach in reliability testing.

However, in cases where the timing of the readouts is not sufficiently reproducible, the
defects need to be brought to a state that is close to thermal equilibrium at a defined voltage,
e.g. VGS = 0 V. For this to be useful in a practical setting, the time to reach thermal equilibrium
should be as short as possible. In the following, a 20 V and 1 s long VGS-pulse is used to bring the
interface defects of the recoverable component out of equilibrium. Such a pulse could easily arise
during a readout procedure in a typical reliability test. This already leads to a ∆Vth of about 1 V
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Figure 4.21. Fast transfer curves gate voltage sweeps starting from different gate voltages. VGS is swept
up to 15 V within 5 µs at a drain-source voltage of 800 V and at 25 ◦C. Solid lines indicate the evolution
of IDS based on robust local regression smoothing. Although transfer curves with starting voltages
of 0 V and −3 V agree, the transfer curves using starting voltages of −5 V and −7 V are significantly
shifted towards lower VGS. This is caused by a transient ∆Vth. Redrawn from [MFJ4].

that takes a long time of about 20 – 30 s to let the device return to thermal equilibrium. As it turns
out, this time can be significantly shortened by applying a consecutive negative VGS-pulse of a
voltage VL for a certain time tL. Fig. 4.22 shows the recovery curves of ∆Vth after such a scheme
for various combinations of VL and tL. Here, tL covers seven orders of magnitude from 1 µs up
to 10 s, while VL was varied between −3 V and −12 V. Apparently, the impact of lowering VL is
much stronger than increasing tL. Most importantly, the recovery curves gradually merge with
decreasing VL. At VL = −12 V, the recovery traces practically do not significantly depend on
tL anymore. Consequently, a −12 V pulse brings the recoverable component in a state where
the impact of the 1 V pulse vanished completely and the recoverable component is saturated.
Fig. 4.23 shows the time of each recovery curve in Fig. 4.22 that is needed to reach a limit of
∆Vth < 100 mV. All times of recovery curves with VL ≤ −6 V do not differ significantly and
show time constants up to 440 ms. As already mentioned, without a negative pulse the device
would require about 20 – 30 s to reach the same limit. Consequently, the use of the negative pulse
significantly reduces the time to reach thermal equilibrium by about two orders of magnitude.
This makes this approach a suitable technique for reliability testing where the reproducibility of
the readout procedure that includes conditioning pulses cannot be guaranteed.

73



CHAPTER 4. MEASUREMENTS AND RESULTS

(a) (b)

(c) (d)

V = −3 VL

V = −9 VL V = −12 VL

V = −6 VL

Recovery traces merge!

10 10 10 100 102

Recovery time [s]

0

1
Th
re
sh
ol
d
vo
lta
ge
sh
ift
[V
]

10 10 10 100 102

Recovery time [s]

0

1

Th
re
sh
ol
d
vo
lta
ge
sh
ift
[V
]

10 10 10 100 102

Recovery time [s]

0

1

Th
re
sh
ol
d
vo
lta
ge
sh
ift
[V
]

10 10 10 100 102

Recovery time [s]

0

1

Th
re
sh
ol
d
vo
lta
ge
sh
ift
[V
]

1 s

tL
VL
0 V

Time

G
at
e
vo
lta
ge 20 V

0 s
1 µs
10 µs
100 µs
1 ms
10 ms
100 ms
1 s
10 s

Figure 4.22. Recovery of ∆Vth of device A without (0 s) and with conditioning pulses. The the length
of the conditioning pulse was varied between 1 µs and 10 s. The plots (a)–(d)) correspond to the
voltage VL of the conditioning pulse between −3 V and −12 V. As illustrated in the inset in (a), the
measurement scheme consists of the stress pulse (20 V for 1 s) and the following conditioning pulse
before the measurement. For a conditioning voltage of −3 V and pulse lengths between 1 µs and
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Redrawn from [MFJ4].
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4.3 Gate Switching Instability

The contents of this section were previously published in [MFC2], [MFC4], [MFC5], [MFJ5],
[MFJ6], [MFC6]. The paper “Towards Understanding the Physics of Gate Switching Instability in Silicon
Carbide MOSFETs” [MFC2] received the Best Student Paper Award of the IEEE 2023 International
Reliability Physics Symposium (IRPS) and the paper “Recent Developments in Understanding the Gate
Switching Instability in Silicon Carbide MOSFETs” [MFC5] was an invited talk at the IEEE 2023
International Integrated Reliability Workshop (IIRW).

As presented in Section 1.4, the benefits of silicon carbide (SiC) metal-oxide-semiconductor
field-effect transistors (MOSFETs) are particularly evident in energy conversion applications,
which require continuous operation under high switching frequencies – up to hundreds of
kilohertz. The devices are switched between an on-state voltage (typically 15 – 20 V) and an
off-state voltage (typically −5 – 0 V) [50], [281], [282]. In automotive applications, SiC MOSFETs
are switched up to 1011 times, whereas industrial applications range up to 3 × 1013 switching
cycles [MFC7], [MFJ7]. Consequently, this mode of continuous switching is of major importance
for any reliability and lifetime considerations.

It is exactly under the above mentioned switching operation where a recently discovered
degradation mechanism appears that exclusively occurs in SiC MOSFETs. Compared to the
previously discussed bias temperature instability (BTI) with its strong recoverable component, it
has completely different properties. This degradation mechanism leads to a significant increase in
the threshold voltage shift (∆Vth) over time upon extensive switching of the gate-source voltage
(VGS) [MFC7], [283]. In contrast to BTI, time and temperature are not any longer the driving
forces of the degradation – it is the switching event itself that degrades the device [MFC4]. This
is why this degradation mechanism was recently termed gate switching instability (GSI) [MFJ7].
The corresponding stress mode is referred to as gate switching stress (GSS). At the moment, the
underlying physical mechanism is still under discussion [MFC5].

First, the history of GSI is outlined, followed by a description of the most important
experimental characteristics, leading to a list of requirements that an underlying physical
mechanism must fulfill. Next, these characteristics and requirements of an underlying physical
mechanism are used to rule out a recently proposed mechanism based on locally-enhanced
electric field and finally, to link GSI to recombination-enhanced defect reactions (REDRs) (see
Section 2.1.3).

4.3.1 A Brief Historic Review of Gate Switching Instability

The history of GSI started in the year 2018, when Infineon Technologies AG published an
application note [284] that described the existence and basic features of GSI, that is observed
as an increased drift in threshold voltage (Vth) upon switching a SiC MOSFET continuously
between its on-state and off-state. As explained in Section 3.1, a drift in Vth leads to a drift of the
channel resistance and thus of the total on-state resistance (Ron) of the power MOSFET, which
makes GSI highly relevant for the reliability of these devices. The motivation of this application
note was to provide practical guidance for considering this new drift mechanism in applications.
A few dependencies of GSI were already pointed out that are listed below.

• Dependence on the cumulative number of switching cycles

• Dependence on the high and low levels of VGS
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• Impact of over- and undershoots of VGS

• Transition times of VGS

These and other dependencies will be discussed in detail later. Following this application note,
Infineon published a whitepaper in 2020, that contained a more detailed description and model
of this mechanism [285]. Also, a saturation of the drift in Vth was reported. A little later, Jiang et
al. published the first scientific article [283] on GSI. The article described GSI as a mechanism that
exclusively occurs if the MOSFET is turned off with a negative VGS and that the drift increases
for a fixed stress time with increasing switching frequency. Note that this is a fundamental
difference to BTI, but this will be discussed later in greater detail. The authors also observed
that the caused ∆Vth seemed to be of a rather permanent character – it did not recover. In 2021,
Salmen et al. published a more industrial perspective on GSI, in which the authors presented
an approach to measure and evaluate GSI in reliability testing and determine the end-of-life
drift [MFC7]. Besides that, the authors observed that GSI does not significantly affect the gate
leakage current. In the years after, numerous (> 15) scientific papers have been published on
the topic of GSI. This strong resonance is for sure linked to the importance of understanding
and finally mitigating GSI in commercial SiC MOSFETs. For the moment, this degradation
mode can be observed in all commercially available devices [286] and therefore seems to be an
intrinsically present phenomenon in SiC MOSFETs. The importance of GSI for all semiconductor
manufacturers of SiC MOSFETs finally manifested itself in a new guideline recently launched
by the Joint Electron Device Engineering Council (JEDEC) [287].

4.3.2 Measuring Gate Switching Instability

As discussed in Section 4.2.3, measuring long-term device parameter instabilities ideally
excludes the recoverable component – as long as the recoverable component is not affected by the
stress. In this context, device conditioning is a good option [273], [276], [277]. As demonstrated
by Salmen et al., this approach can equally be used for GSI stress tests because GSI does not
affect the recoverable component [MFC7], [MFJ7].

In the course of this work, a different approach was used that is illustrated in Fig. 4.24a.
In principle, this approach follows a conventional measure-stress-measure (MSM) scheme and
is performed using the custom setup described in Section 3.3. The stress phase consists of
continuous gate switching between a high level VH and a low level VL at a certain frequency
with fixed rise and fall times of VGS (typically 50 ns). The switching is controlled by a pulse-width
modulation (PWM) signal that operates solid state switches alternately connecting the VH and
VL sources to the gate terminal. As the time constant of charging the input capacitance Ciss of
the MOSFET can be influenced by changing the output resistor of the respective voltage source
(see Fig. 3.5), the rise and fall times of the stress signal can be varied separately.

It is important to note that Ciss of a particular device together with other circuit components
of the measurement system limit the maximum switching frequency that can be used. Let
∆V = |VH − VL| be the difference between the high and low levels, then Ciss stores an energy
per pulse of E =

�
1/2

�
Ciss

�
∆V

�2. At a switching frequency fsw, the measurement setup needs
to supply an output power of P = E fsw. Even a rather small power MOSFET with Ciss = 1 nF
stressed with a typical ∆V = 30 V at a frequency of fsw = 500 kHz requires already an output
power of P = 225 mW. Furthermore, the involved solid state switches in this example would
need to be able to withstand a peak current of Ipeak = ∆V/R = 3 A and an average current of
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Figure 4.24. (a) Schematic illustration of the measure-stress-measure (MSM) scheme used to measure
GSI. (b) Exemplary recovery curves from a measurement with VH = 20 V/VL = −10 V with a
switching frequency of 500 kHz, a duty cycle of 50 %, and rise and fall times of 50 ns at a temperature
of 175 ◦C. The reference Vth is extracted after 10−4 s. The readouts are logarithmically distributed
between 5 × 101 and 3 × 1011 switching cycles. Redrawn from [MFC4].

Iave = fswCiss∆V = 15 mA. R denotes here the external gate resistor of the respective voltage
source in the measurement setup (see Fig. 3.5). These considerations need to be taken into
account when GSI experiments are conducted.

gate switching stress measurement mode/recovery

source drain

gate Vth

0.5 V
1 mA

source drain

gate

Figure 4.25. Stress and measurement modes of a GSI experiment. Redrawn from [MFJ5].

In the used setup, the stress can reproducibly be interrupted at any phase of the stress
signal, which is intentionally chosen to be at the end of the VH-phase. After the interruption, the
gate terminal is charged up to a fixed pre-charge voltage VPreChrg ≈ Vth. During the following
measurement phase, the feedback loop forces an IDS = 1 mA at VDS = 0.5 V and the gate
terminal is measured as VGS = Vth. The stress and measurement phases are also illustrated in
Fig. 4.25.

The reference measurement of Vth is conducted after 50 cycles of switching and measured
with a delay of 1 µs. This removes the contribution of the recoverable component in the mea-
surement of ∆Vth. As the measurement delay is precisely controlled, there is no need for any
further conditioning techniques. The obtained recovery curves of an exemplary measurement
are shown in Fig. 4.24b. The curves of all readouts are just vertically shifted versions of the refer-
ence readout, which confirms the validity of the measurement approach and the reproducibility
of the readout procedure. Furthermore, it is also a hint that hysteresis does not significantly
change over stress time. Initially, up to 10 µs, Vth decreases due to emission of previously trapped
negative charges during the VH-phase. Afterwards, Vth increases again, likely due to trapping of
negative charges in defects with longer time constants and detrapping of a fraction of positive
charges that had been trapped during the previous VL-phase. For each readout, the respective Vth

is extracted at a recovery time of 100 µs, and the resulting drift is calculated as ∆Vth = Vth −Vth,0.
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Figure 4.26. ∆Vth versus the stress time from several devices, stressed with 20 V/−10 V, 175 ◦C, a duty
cycle of 50 %, and transition times of 50 ns. The drift increases with increasing frequency. Redrawn
from [MFC5].

Within this work, the measurements with regard to GSI are conducted on test structures of
asymmetric trench SiC MOSFETs (see Section 1.5.2) that are placed in a TO-247 package with
three pins. The devices feature a gate capacitance of 0.31 nF with a charging time constant of
only 1.2 ns, which enables defined transients and a limited charging current during continuous
switching. For an experiment involving several devices, the MOSFETs were selected from a
larger population (on the order of 102 devices) according to similar values of Vth and Ron. This
assures a better resolution of smaller differences in the degradation.

4.3.3 Switching Frequency

As already suggested by the name of the mechanism, the switching events themselves play
a central role in the underlying physics. Therefore, by far the most important property of GSI is
its dependence on the switching frequency fsw. BTI has been extensively studied under gate
switching in silicon (Si)-based MOSFETs [144], [146], [288], [289]. A ∆Vth that is caused by BTI
in a measurement as illustrated in Fig. 4.24a is expected to be independent of the switching
frequency. However, this is not the case in SiC MOSFETs, which is illustrated in Fig. 4.26. For
a fixed stress time, ∆Vth increases significantly with increasing frequency – contrary to the
behavior of BTI. This leads to the conclusion that BTI alone cannot be the only mechanism
causing the observed ∆Vth.

When analyzing BTI experiments, the drift ∆Vth versus the stress time is typically plotted
in a double logarithmic plot and very roughly follows a power law dependence as per

∆Vth
�
ts
�
= A

�
ts
�n (4.22)

with a constant A and a power law exponent n, that usually ranges from 0.2 to 0.3 [137], [258],
[290]. In double logarithmic plots, power laws appear as straight lines with slope n. Fig. 4.27a
shows ∆Vth versus the stress time in such a double logarithmic plot. Each drift curve appears
to consist of two regimes with different slopes. While the slope at shorter stress times below
103 s is lower, it drastically increases at longer stress times above 103 s. The data becomes more
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Figure 4.27. (a) ∆Vth versus the stress time from several devices, stressed with 20 V/−10 V, 175 ◦C, a
duty cycle of 50 %, and transition times of 50 ns. The switching frequency is varied between 71.4 kHz
up to 2 MHz. (b) The data from (a) plotted versus the number of switching cycles Nsw. Redrawn
from [MFC4].

conclusive once it is plotted versus the number of switching cycles

Nsw = ts fsw, (4.23)

as shown in Fig. 4.27b. Apparently, the drift curves start to match for Nsw ≥ 109 and they seem
to follow a power law. It is important to note that a power law in stress time would equal a
power law in the number of switching cycles following

∆Vth
�

N
�
=

A�
fsw

�n� �� �
A′

�
Nsw

�n (4.24)

with a different factor A′ but the same slope n. Fig. 4.27 clearly illustrates that the increasing
drift with increasing frequency observed in Fig. 4.26 originates from another drift component
besides BTI, that dominates at high numbers of switching cycles. This is the GSI component.
Considering the wide range of used stress frequencies, the GSI component exclusively depends
on the number of switching cycles and remains rather unaffected by the stress time. In summary,
the observed ∆Vth must be a superposition of two components, following

∆Vth = ∆VBTI
th

�
ts
�
+ ∆VGSI

th
�

Nsw
�
. (4.25)

Considering the strong increase in slope and the agreement of the curves in Fig. 4.27b for
Nsw ≥ 109, it can be assumed that ∆VGSI

th

�
Nsw

�
is negligible for small stress times.

To obtain an estimate for ∆VBTI
th

�
ts
�
, Vth is not referenced anymore to the readout after

50 cycles, as illustrated in Fig. 4.24a, but to the Vth measured after 1 ms of switching. As the
contribution from GSI at this point is negligible, the data is referenced to a point at which the
recoverable component of BTI is charged independently of the used frequency. The result is
shown in Fig. 4.28. Up to 103 s, the drift curves match quite well. This is fully consistent with the
understanding of the frequency-independence of BTI. Hence, this drift can be identified with
∆VBTI

th

�
ts
�
. Fitting a power law to the data in the range of 1 – 102 s yields a power law exponent
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Figure 4.28. The data from Fig. 4.27a, referenced to 1 ms of gate switching. The frequency-independent
BTI component and the frequency-dependent GSI component are indicated. Redrawn from [MFC4].
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Figure 4.29. (a) The GSI component ∆VGSI
th as extracted in Fig. 4.28 versus the stress time. (b) The

data from (a) plotted versus the number of switching cycles Nsw. The average drift initially roughly
follows a power law with slope n = 1.0. As a first-order reaction would initially lead to the same slope,
deviations from the power law might be explained by a first-order reaction. Redrawn from [MFC2].

of n = 0.22, which is perfectly in the range that is typical for BTI [137], [258], [290]. In a crude
approximation, the BTI component is extrapolated towards longer stress times. Subsequently
subtracting the BTI component from the total ∆Vth yields the GSI component ∆VGSI

th

�
ts
�
.

Fig. 4.29a shows ∆VGSI
th

�
ts
�

versus the stress time for the different switching frequencies.
As expected, increasing the frequency shifts the drift curve horizontally towards lower stress
time. Plotting then the same data versus the number of switching cycles fsw leads to an ex-
cellent agreement between all drift curves, confirming that ∆VGSI

th

�
Nsw

�
is a function of Nsw

only. Forming the average ∆Vth over the drift curves of different frequencies provides a good
estimate of ∆VGSI

th

�
Nsw

�
. In addition to a saturation towards higher numbers of switching cycles,

∆VGSI
th

�
Nsw

�
roughly follows a power law exponent of n ≈ 1.0, which is about five times the

exponent of conventional BTI. Most importantly, n = 1.0 means that the power law breaks down
into an ordinary proportionality relation as per

∆VGSI
th

�
Nsw

�
= A′N. (4.26)
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Consequently, each switching cycle increases ∆VGSI
th by the proportionality factor, which here

equals A′ = 1.4 × 10−8 mV. If ∆VGSI
th would be due to trapped electrons, this would correspond

to about
�
CoxA′�/q ≈ 0.03 electrons trapped on average per switching cycle at the SiC/silicon

dioxide (SiO2) interface. As it is the case for BTI, GSI is certainly a statistical process [140] where
at each switching cycle there is a probability of 3 % that an additional electron is trapped.

A deviation from this power law might be related to limited populations. Assuming a
first-order reaction with a reaction rate k of a number of initially available reactants A0 yields

∆VGSI
th

�
Nsw

�
=

q
Cox

A0
�
1 − exp

�−kNsw
��

(4.27)

with the oxide capacitance Cox and the electron charge q. This indeed shares the initial slope
of 1.0 in a double-logarithmic plot. Although it does not entirely reproduce the observed drift
curve (see Fig. 4.29b), it would certainly explain the saturation of the drift curve.

The observations presented above are in agreement with other works. The conclusion
that the total ∆Vth might be a function of the switching cycles was established early on in the
application note from Infineon Technologies and others [283], [284]. Later, it has been recognized
that the drift must be a superposition of two components [MFC7], [MFJ7], [291]. The observation
that plotting the total ∆Vth versus the number of switching cycles yields approximately matching
drift curves has also been observed [286].

In addition to studying GSI as an increase in Vth, the entire device characteristics can be con-
sidered [MFC4]. This includes the transfer characteristic (see Section 3.1) but more importantly
the impedance of the device in the form of capacitance-voltage (CV) and conductance-voltage
(GV) curves (see Section 3.2). The advantage of impedance measurements is that they access the
device characteristic, including depletion and accumulation, where no or almost no drain-source
current could be measured in a transfer characteristic. For measuring the CV and GV curves,
a Keysight E4990A impedance analyzer was used. The devices were measured at different
small-signal frequencies by sweeping VGS from −30 V up to 30 V and back down, yielding
both the upward and the downward characteristic. The sweep rate was 1.92 V s−1 with a pause
of 11.7 ms at 30 V. To determine how GSI affects these curves, the impedance measurements
were conducted before and after stress of different switching frequencies, but the same number
of switching cycles Nsw. According to Equation 4.25, ∆VGSI

th

�
Nsw

�
should be the same for the

different frequencies, while differences might be caused by ∆VBTI
th

�
ts
�
.

The results of such an impedance measurement obtained from a single device are exem-
plarily shown in Fig. 4.30 (the corresponding drift curve is presented in Fig. 4.28). In contrast to
the more classical CV curve shown in Fig. 3.4 of Section 3.2, there is a plateau in the inversion
regime, that starts to vanish for VGS ≥ 15 V. The reason for this behavior is found in the device
design of the asymmetric trench structure (see Section 1.5.2). As the strong p-type doping covers
a significant part of the surface around the trench, the inversion regime of this part of the trench
surface occurs later than in the lightly p-type doped channel region. To compare the impact of
GSI on the CV and GV curves, the difference in capacitance and conductance at a certain VGS is
calculated according to

∆Cp
�
VGS

�
= Cstressed

p
�
VGS

�− Cpristine
p

�
VGS

�
and (4.28)

∆Gp
�
VGS

�
= Gstressed

p
�
VGS

�− Gpristine
p

�
VGS

�
. (4.29)
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Figure 4.30. (a) The CV curves before (pre) and after (post) GSS (20 V/−10 V, 500 kHz, 175 ◦C, 3 × 1011

cycles), including both up and down sweeps. (b) The GV curves corresponding to (a). Redrawn
from [MFC4].

These quantities do not bear physical meaning but serve well for comparison and are illustrated
in Fig. 4.31 for both the up and down sweeps of experiments where different switching fre-
quencies were used. Overall, the change in both the CV and GV curves is independent of the
used switching frequency. In agreement with Fig. 4.28, no significant stress time dependent
component ∆VBTI

th

�
ts
�

was expected after Nsw = 3 × 1011 cycles, because of the dominance of
∆VGSI

th

�
Nsw

�
.

Next, to illustrate the impact of GSI on the hysteresis, the following quantities are defined.

HC
�
VGS

�
= Cup

p
�
VGS

�− Cdown
p

�
VGS

�
(4.30)

HG
�
VGS

�
= Gup

p
�
VGS

�− Gdown
p

�
VGS

�
(4.31)

∆HC
�
VGS

�
= Hstressed

C
�
VGS

�− Hpristine
C

�
VGS

�
(4.32)

∆HG
�
VGS

�
= Hstressed

G
�
VGS

�− Hpristine
G

�
VGS

�
(4.33)

∆HC and ∆HG are the stress-induced changes in HC and HG, respectively. These quantities are
shown in Fig. 4.32. Apparently, all curves of different switching frequency match – the impact of
GSI on the hysteresis is therefore frequency independent.

In addition to the switching frequency, the small-signal frequency of the impedance mea-
surement can be varied. The shorter the capture and emission time constants of a defect at a
certain VGS, the better the occupancy of the defect can follow the small-signal modulation [223].
This allows to measure an interface defect capacitance

Cit
�
VGS

�
= qADit =

1

CLF
�
VGS

�−1 − C−1
ox

− 1

CHF
�
VGS

�−1 − C−1
ox

(4.34)

where q is the elementary charge, A is the gate area, Dit is the defect density, Cox is the oxide
capacitance, and CLF and CHF are the low and high frequency CV curves, respectively. Here,
Dit refers to defects with time constants in between the time periods of the used small-signal
frequencies. Here, the low and high frequencies were set to 1 kHz and 100 kHz, respectively.
This means that only defects with time constants between 10 µs and 1 ms contribute to the
measured Dit. The results obtained from identical measurements before and after GSS are
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Figure 4.31. The change ∆Cp
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VGS
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and ∆Gp
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in the CV and GV curves, respectively, upon GSI.

(a) ∆Cp
�
VGS

�
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shown in Fig. 4.33, whereby Fig. 4.33a shows Cit before and after stress for a measurement
with a switching frequency of 500 kHz and Fig. 4.33b shows the stress-induced change ∆Cit for
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Figure 4.33. (a) Cit before (pre) and after (post) GSS (20 V/−10 V, 500 kHz, 175 ◦C, 3 × 1011 cycles)
(b) The stress induced change (difference between curves in (a)) for various switching frequencies.
Redrawn from [MFC4].

different switching frequencies. Besides a small horizontal stretch-out, there is no significant
stress-induced change in Cit and thus, neither significant creation nor annealing of interface
defects in the considered range of time constants is observed. Even more important, there is no
dependence on the used switching frequency.

It can be concluded that only the number of switching cycles determines GSI – not only Vth

but the entire device characteristic solely depends on Nsw [MFC4]. As the change in the entire
device characteristic is identical, the caused degradation is most probably also identical. In the
following section, the underlying cause of this change in the device characteristic is discussed.

4.3.4 Origin of Gate Switching Instability: Acceptor-Like Interface Defects

The relevance of GSI for the reliability of SiC MOSFETs is the adverse influence of the
associated ∆Vth on the Ron [MFC7], [MFJ7]. The fact that GSI causes a positive ∆Vth suggests that
electrons are somehow trapped at the SiC/SiO2 interface. If these electrons would be trapped
quasi-permanently with a high emission activation energy, any transfer characteristic, including
the CV curve, would shift exactly by the measured ∆Vth towards higher voltages [225]. This
should be the case in both the up sweep and the down sweep of the CV curve. As shown by
Fig. 4.34, this is obviously not the case.

Besides the up sweep CV curves before and after stress, both Fig. 4.34a and Fig. 4.34b show
the CV curve before stress shifted by the measured ∆Vth (see Fig. 4.27) as a dashed line. As
mentioned, if GSI was caused by quasi-permanently trapped electrons, the post-stress curve and
the pre-stress curve shifted by ∆Vth should agree over the entire range of voltages – both for the
up (see Fig. 4.34a) and the down sweeps (see Fig. 4.34b). However, they only agree in the weak-
to-strong inversion regime (VGS ⪆ 0 V). In the depletion and accumulation regimes, the curves
clearly disagree. Consequently, GSI cannot be caused by quasi-permanently trapped charges.
The drift measured in ∆Vth is only visible in the weak-to-strong inversion regime. Importantly,
the curves shown in Fig. 4.34 are the curves of several devices stressed with different switching
frequencies between 71 kHz and 2000 kHz, consequently different stress times, but exactly same
total number of switching cycles. As these curves agree very well (see Fig. 4.34c), the differences

84



4.3. GATE SWITCHING INSTABILITY

0 5 10
Gate bias [V]

0.8

0.85

0.9

0.95

1

C
ap
ac
ita
nc
e
[n
or
m
.]

pre-stress
post-stress
pre-stress shifted by Vth

0 5 10
Gate bias [V]

0.8

0.85

0.9

0.95

1

C
ap
ac
ita
nc
e
[n
or
m
.]

pre-stress
post-stress
pre-stress shifted by Vth

(a) (b)
up down

ΔVth
from
MSM

ΔVth
from
MSM

0 1 2 3 4
Gate bias [V]

0.83

0.84

0.85

0.86

C
ap
ac
ita
nc
e
[n
or
m
.]

pre-stress
post-stress

Vth

pre-stress
shifted by

−

EC

EV

SiC

Si
O
2

−
−

EF

−

EC

EV

SiC

Si
O
2

−
−

EF

−−

EC

EV

SiC

Si
O
2

EF

Gate bias

accumulation depletion inversion

−−−−−

(c) (d)

(c)

Figure 4.34. (a) Up sweep CV curves measured before and after GSS (20 V/−10 V, 175 ◦C, 3 × 1011

cycles) of various frequencies between 71 kHz and 2000 kHz. The corresponding drift curves are
shown in Fig. 4.28. The insets illustrate the charge state of the acceptor-like interface defects created
by GSS. (b) Down sweep CV curves corresponding to the up sweeps in (a). The box indicates the
region shown by (c). (c) Zoomed region indicated in (b) by the box. Curves of same type and color
originate from the different stress frequencies. (d) Illustration of the VGS dependent occupancy of the
acceptor-like defects created by GSS. Redrawn from [MFC2], [MFJ5].

are hard to recognize. As the stress times vary significantly, the observed behavior must clearly
be assigned to GSI.

In summary, these observations lead to the conclusion that GSI must be related to the
creation of acceptor-like interface defects [MFC2], [MFC5] that are created by the continuous
switching stress. Certainly, this also requires some preexisting precursor states, however, those
seem to be electrically inactive. As illustrated in Fig. 4.34d, depending on the applied VGS

and the corresponding Fermi level, these fast interface defects are either in their charged or
discharged state. Starting in strong accumulation, the Fermi level is in close proximity to the
valence band, leaving these acceptor-like defects in their uncharged state. By increasing VGS, the
Fermi level gradually shifts towards the conduction band and once it surpasses the trap level
of these created defects, the defects start capturing electrons from the conduction band which
gradually shifts the CV curve towards higher voltages. Once all of these acceptor-like defects are
charged, the shift reaches its maximum. Note that in an MSM scheme as illustrated in Fig. 4.24a,
Vth is measured while VGS = Vth ≈ 3.7 – 4.7 V is applied to the gate terminal. The range of Vth
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Figure 4.35. (a) ∆Vth measured for different VH (left to right) and VL (within each plot). (b) The GSI
component ∆VGSI

th measured for different VH (left to right) and VL (within each plot) based on the data
from (a). Dashed lines indicate the BTI components ∆VBTI

th , whereas the solid lines indicate power
laws with an exponent n = 1.0. Redrawn from [MFC2], [MFC5].

values lies exactly in the range of VGS, where this shift is already at its maximum (see Fig. 4.24b).
Consequently, during the measurement of Vth the created acceptor-like interface defects are in
their fully charged state, which in turn confirms that ∆Vth is a good measure for the GSI-related
degradation. However, to see that the created degradation is due to fast interface defects, the
measurement of a CV curve is required.

4.3.5 Voltage Levels

As outlined in the previous sections, the GSI component of the total ∆Vth drift is solely
dependent on the cumulative number of switching cycles Nsw to which the device is exposed
during stress. This justifies to plot the measured drift of a GSI experiment versus Nsw instead
of the stress time. Furthermore, GSS does not lead to quasi-permanently trapped charges at
the interface, but to the creation of acceptor-like interface defects that are charged in the weak-
to-strong inversion regime – which is why ∆Vth is a good measure for the degradation. In the
following, by measuring ∆Vth, the creation of these interface defects is related to the used VGS,
meaning the high level VH and low level VL of the stress signal.
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Figure 4.36. (a) ∆Vth versus the number of switching cycles for different temperatures. The dashed
lines indicate the BTI components and GSI components. (b) The GSI components from the data in (a).
The dashed lines indicate the extracted BTI components, while the solid lines indicate power laws
with exponent n = 1.0. Redrawn from [MFC2], [MFC5].

For this purpose, the drift was measured for different combinations of VH and VL, while
keeping the frequency and temperature constant at 500 kHz and 175 ◦C, respectively. The re-
sulting data set is shown in Fig. 4.35a. For moderate VL down to −3 V, the strong onset of the
GSI component is virtually absent or weak. Only a typical BTI-like drift with a single slope is
observed. Once VL is lowered further, the strong onset in ∆Vth of the GSI component starts to
kick in at about 109 cycles. Up to VH = 20 V, the drift increases with increasing VH, however, in
particular at VH = 25 V, a saturation or reversal of the total ∆Vth is observed. This saturation and
reversal of the drift is most probably a result of limited populations of precursor states and/or a
mechanism that neutralizes the electrical activity of the created interface defects again [MFJ6]. A
proposal for a plausible mechanism will be presented in detail in Section 4.3.14.

Analogously to Fig. 4.28, the BTI component can be extracted by fitting a power law to the
measured ∆Vth in the range of 1 × 106 – 4 × 107 cycles. Subtracting the BTI component from the
total ∆Vth then yields an approximation of the GSI component, which is illustrated in Fig. 4.35b
for all different combinations of VH and VL. Power laws with a fixed exponent n = 1.0 were
fitted to the GSI components. Independent of the VH and VL combination, this high power law
exponent, which is about five times the one of the BTI component, is inherent to all drift curves
and confirms the conclusion from Fig. 4.29b, that the GSI component is roughly proportional to
the number of switching cycles – independent of the voltage levels. This suggests that the basic
working principle of the underlying physical process is not affected by a change in the voltage
levels – only its overall amplitude or probability per switching cycle to occur is affected.

It is very important to note that the dependence on the voltage levels suggests that GSI
can only be triggered once the device is switched between inversion and accumulation [MFC2],
[MFC5]. As a result, the setting in which GSI occurs comprises the alternating presence of
channel electrons and accumulated holes at the interface. These findings agree with those from
other studies, confirming this prerequisite of switching between inversion and accumulation to
be able to trigger GSI [286], [291]–[293].
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Figure 4.37. The horizontal activation energy of the total ∆Vth and its BTI and GSI components, shown
in Fig. 4.36. Redrawn from [MFC2].

4.3.6 Junction Temperature

Probably the most important aspect of a degradation mechanism in microelectronic devices
is its temperature dependence. The temperature dependence is typically attributed to the
underlying non-radiative multiphonon (NMP) processes [142] or to phonon scattering [294]–
[296]. In order to understand the physical cause of the creation of these acceptor-like interface
defects, it is important to understand the temperature dependence of GSI. This was investigated
using six different temperatures in the range of 30 – 175 ◦C. Besides the temperature, the other
stress parameters were kept constant (25 V/−10 V, 500 kHz). The results are shown in Fig. 4.36a.
As expected from conventional BTI, the BTI component apparently increases with increasing
temperature. Again, the GSI components were determined by extracting the BTI components
and subtracting them from the total ∆Vth. The striking result was: the GSI component is basically
temperature independent, as shown in Fig. 4.36b. While the temperature-independent behavior
again follows a power law with exponent n = 1.0, the saturation and reversal of the drift might
show a slight temperature dependence. However, this might also be related to the rather crude
extraction of the BTI component, as the BTI component will at some point rather follow a scaled
complementary error function instead of a power law [147], [271].

This temperature independence is further illustrated in Fig. 4.37 that shows the horizontal
activation energy (see Section 4.1) versus its point of extraction (the ∆Vth). The range of ∆Vth

values, where the activation energy is extracted, is indicated in Fig. 4.36a by horizontal dashed
lines. The activation energy was calculated for the GSI component, the BTI component, and for
the total ∆Vth, respectively. While the GSI component shows a very small activation energy, well
below 50 meV, the BTI component shows a typical value in the range of 0.25 – 0.30 eV. As the
share of the GSI component increases with increasing number of switching cycles and ∆Vth, the
activation energy of the total ∆Vth decreases with increasing extraction point.

The temperature independence of the GSI component represents a strong difference to
conventional BTI, which is clearly temperature-activated [MFC2], [MFC5]. The mechanism
behind GSI must therefore significantly differ from conventional NMP transitions. A review of
other studies suggests that the temperature dependence of GSI could depend on the specific
device under test – or rather on the differently processed SiC/SiO2 interfaces. While some
studies found an increasing total ∆Vth with increasing temperature [285], others observed a
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Figure 4.38. (a) The stress waveforms with different rise times. (b) The stress waveforms with different
fall times. (c) ∆Vth versus the number of switching cycles for the different rise times. (d) ∆Vth versus
the number of switching cycles for the different fall times. Redrawn from [MFC2].

decreasing total ∆Vth with increasing temperature [286], [291], [297]. The underlying mechanism
must therefore exhibit a certain degree of complexity, such that it allows for either temperature
dependence.

4.3.7 Transition Times

As it was found that GSI is caused by the switching events themselves, it appears reasonable
to assume that the shape of the transitions could have an impact on the degradation mechanism.
As known from other experimental techniques, such as charge pumping (CP), the speed of
switching between the voltage levels is of premier importance (see Section 3.4). The relevant
quantity is the transition time of VGS between the high level VH and the low level VL. The
transition time associated with the transition from VL to VH is the rise time, whereas the transition
time associated with the transition from VH to VL is the fall time. These times are defined
according to an IEEE standard as the time between the 10 % and 90 % reference levels [298].
In order to investigate their impact on GSI, devices were stressed with 20 V/−10 V, 175 ◦C,
a duty cycle of 50 %, and a frequency of 500 kHz, while the rise and fall times were varied
separately. The separate variation of rise and fall times was achieved by changing the respective
external gate resistor (see Section 3.3). The resulting waveforms of the stress signal are shown in
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Figure 4.39. (a) ∆Vth versus the transition time (rise/fall time) for different numbers of switching
cycles. ∆Vth follows an exponential dependence on the rise time, but is independent of the fall time.
(b) ∆Vth versus the number of switching cycles in a double logarithmic plot. In a crude approximation,
a common BTI component (red line) is assumed, which yields the GSI component (dashed lines) that
depends on the rise time. Redrawn from [MFC2].

Fig. 4.38a and Fig. 4.38b for the variation of the rise and fall times, respectively. The rise time
was varied between 19 ns and 341 ns, whereas the fall time was varied between 33 ns and 381 ns.
The corresponding drift plots are shown in Fig. 4.38c and Fig. 4.38d.

Apparently, the observed ∆Vth does not depend on the fall time. Even on a linear scale of
∆Vth, no differences could be recognized. In contrast to that, there is a clear dependence of ∆Vth

on the rise time of the stress waveform. With increasing rise time, the drift decreases significantly
by up to 43 %. This is illustrated in more detail in Fig. 4.39a that shows ∆Vth, normalized to
the shortest transition time, as a function of the respective transition time. The color indicates
different numbers of switching cycles between 108 and 3 × 1011. A fit to the data at Nsw = 1010

shows an exponential dependence of ∆Vth on the rise time. While the relative dependence on
the rise time initially increases with increasing Nsw, it seems to decrease again above 1010. As
shown in Fig. 4.39b, the dependence of the total ∆Vth on the rise time is significant and increases
at a higher number of switching cycles, where the GSI component dominates over the BTI
component. This allows to clearly assign the rise time dependence to the GSI component.

This observed impact of the transition times on GSI has also been claimed in other stud-
ies [286], [297]. Similar to the temperature dependence, where others observed differing behavior
for different types of devices, the impact of the transition time is not unique or identical for all
types of devices. For some devices, the total ∆Vth decreases only upon decreasing the rise time,
whereas in other devices it decreases upon decreasing either the rise or the fall time [297]. Again,
it must be concluded that a plausible model or mechanism for the degradation must cover the
existence of both dependencies.

4.3.8 Similarity to Charge Pumping

As already discussed in the context of the dependence of GSI on the voltage levels, GSI seems
to occur only once the MOSFET is switched between inversion and accumulation. In exactly
this operation mode it is known that interface defect states assist electron-hole recombination –
both in Si and SiC MOSFETs [299]–[302]. The number of recombining charges can be measured
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Figure 4.40. (a) The constant low level and constant high level curves of the CP current for different
rise times. (b) The constant low level and constant high level curves of the CP current for different
fall times. (c) The dependence of the CP current on the rise and fall time of an 18 V/ − 10 V, 100 kHz
signal. Additionally, ∆Vth as a function of the transition time obtained upon 1010 switching cycles of
500 kHz, 20 V/−10 V, 175 ◦C, 50 % duty cycle GSS. Redrawn from [MFC5].

by the CP technique (see Section 3.4). Similar to the GSI-related drift, the CP current passing
through the bulk terminal of the MOSFET decreases with increasing transition time.

In order to compare the transition time dependence of the CP current with the dependence
of the GSI-related ∆Vth, test-structures with a separate bulk terminal but identically processed
interfaces were used. The low and high levels were kept constant at −18 V and 18 V, respec-
tively, while the other level was varied. The switching frequency was fixed at 10 kHz and the
experiments were conducted at room temperature. Fig. 4.40a shows the contant high level and
constant low level curves of the CP current for various rise times between 100 ns and 1 µs at a
constant fall time of 100 ns. Analogously, Fig. 4.40b shows the same as Fig. 4.40a but for various
fall times at a constant rise time of 100 ns. Interestingly, there is a significant component in the
CP current that is only affected by the rise time, which resembles the behavior of the GSI-related
drift in ∆Vth. A comparison between the transition time dependence of the CP current and
the GSI-related drift is shown in Fig. 4.40c. It reveals that the decrease of the CP current with
increasing transition time occurs on the same time scale as the decrease of the GSI-related ∆Vth.

This conspicuous similarity between the CP current and the GSI-related drift suggests that
GSI could indeed be related to defect-assisted recombination at the SiC/SiO2 interface [MFC5].
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As both the CP current and the GSI-related ∆Vth decrease with increasing transition time, the
recombination effectively seems to create the suggested acceptor-like interface defects, that
cause GSI. Note that a one-to-one correlation between the CP current and the drift would not be
a straight-forward assumption or guess because the CP current represents all recombination
paths that potentially exist, while the GSI-related drift is probably caused by only a single
recombination path over which the detected acceptor-like interface defects are created.

4.3.9 Overshoots and Undershoots

Particularly for applications, over- and/or undershoots in VGS are very common and can
often not be avoided. Among other things, they could be created by a parasitic inductance
connected to the gate terminal. It is therefore of major importance to understand their potential
impact on GSI. For this purpose, a third voltage level of the setup for ultra-fast threshold voltage
measurements (see Section 3.3), the pre-charge voltage source, is used to create a three-level
stress signal. This allowed to create defined undershoots in the gate voltage with a length of
only 200 ns. For the purpose of this investigation, −10 V undershoots of equal length located
at different positions during the VL-phase were used to alter a 20 V/ − 3 V, 500 kHz GSS stress
waveform. The location of the undershoots were 0 ns, 250 ns, 500 ns, and 800 ns away from the
start of the VL-phase. These four stress signals are illustrated in Fig. 4.41a. The corresponding
∆Vth versus the number of switching cycles together with the ∆Vth drift without any undershoot
(VL = −3 V) and with a complete VL-phase at −10 V are shown in Fig. 4.41b.

At low numbers of cycles, the stress waveform without undershoot and VL = −10 V has
the lowest drift, followed by the waveforms with the different undershoots. The waveform
without undershoot and VL = −3 V exhibits the highest drift. This order can be explained by an
increasing BTI component, which is caused by the decreasing contribution from negative bias
temperature instability (NBTI) to the BTI component. At higher numbers of switching cycles,
where GSI dominates, the drift of the stress waveforms featuring the various undershoots equal
the drift of the stress waveform without undershoot with VL = −10 V. Among the drift curves of
the waveforms with the four different undershoots, there is no difference, neither in the regime
where BTI dominates nor in the regime where GSI dominates – they cause an identical drift.
Considering the significant difference to the drift of the waveform without undershoot and
VL = −3 V, it can be concluded that the used undershoots create the same GSI component as a
conventional waveform with VL = −10 V. The different positions of the undershoots during the
VL-phase do not cause any difference in the observed ∆Vth.

The fact that the different undershoots cause exactly the same degradation is again verified
by considering the impact of the degradation on the CV curves. They are illustrated for the up
and down sweeps in Fig. 4.41c and Fig. 4.41d, respectively. No significant difference is observed.
Furthermore, the change in the CV curve is identical to the behavior discussed in the context
of Fig. 4.34, which resulted in the conclusion that GSI is related to the creation of acceptor-like
interface defect states.

As already discussed in in the previous sections, GSI is caused by the switching events
themselves. Consequently, the absence of any difference between the stress waveforms with
the differently positioned undershoots suggests that there is basically no recovery at any point
of the VL-phase of the charges trapped at the undershoot that is significant or relevant for
the degradation. Once a certain VL is reached during the low phase, independent of the time
at which it is reached, the degradation corresponds to the degradation that would also be
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Figure 4.41. (a) Four different −10 V undershoots used to alter a 20 V/−3 V, 500 kHz GSS signal.
(b) The corresponding drift curves obtained by stressing with the four waveforms shown in (a). The
black dashed line represents the drift obtained by stressing with a regular two-level stress signal with
VL = −3 V, while the black solid line indicates the drift with VL = −10 V. (c) Up sweep CV curves
measured before and after GSS of the four undershoots in (a). (d) Down sweep CV curves measured
before and after GSS of the four undershoots in (a). Redrawn from [MFJ5].

achieved by switching for the full low phase to this VL. Considering the previously discussed
dependence on the rise time allows to further conclude that the impact on GSI of the rise time
is predominantly caused in a range of VGS > −3 V. Otherwise, an increasing GSI component
would be expected going from undershoot 1 to 4.

Overall, the results agree with findings from another study [291], that found an impact of
both over- and undershoots on GSI. However, the authors did not distinguish between the two,
nor did they consider the entire drift curves or different positions of undershoots. Nevertheless,
it is to assume that also overshoots have a similar effect as undershoots.

4.3.10 Impact on the Hysteresis

As discussed, GSI is effectively the creation of acceptor-like interface defect states that
capture electrons from the conduction band in the weak-to-strong inversion regime. It is therefore
of interest how these newly created interface defects actually react to short gate pulses and
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Figure 4.42. (a) The recovery curves after a 20 V (+) and a −10 V (−) pulse before and after GSS
of 20 V/−10 V, 175 ◦C, a duty cycle of 50 %, transition times of 50 ns, and 3 × 1011 cycles. (b) The
hysteresis, as the indicated difference between the recovery curves in (a) before and after GSS. Redrawn
from [MFC2].

whether these defects appear or disappear as a part of the recoverable component (also referred
to as hysteresis).

For this purpose, the devices were exposed to a 100 µs long 20 V gate pulse and the following
recovery curve was measured. Afterwards, the same procedure was repeated with a −10 V
pulse. This measurement sequence was conducted before and after GSS of 20 V/−10 V, 175 ◦C,
a duty cycle of 50 %, transition times of 50 ns and different stress frequencies. The resulting
recovery curves are shown in Fig. 4.42a. The 20 V and −10 V pulses are indicated by a plus (+)
and minus (−) sign, respectively. The difference between the recovery curves of these two pulses
is defined as the hysteresis, which is plotted in Fig. 4.42b.

First, it is to note that the post-stress recovery curves are shifted by the GSI-induced ∆Vth

towards higher voltages. Slight variations between the different frequencies can be assigned
to varying BTI components. As shown in Fig. 4.42b, the hysteresis at the shortest measured
recovery time was not affected by GSS, however, a slightly faster recovery of the hysteresis
is observed. This is predominantly caused by a faster recovery after the negative pulse after
stress (see Fig. 4.42a). The stress caused an increase in Vth, which is applied to the gate terminal
during recovery. This higher VGS during recovery effectively accelerates the recovery in return.
As discussed in the context of Fig. 4.34, the acceptor-like interface defects created by GSS are not
charged in accumulation. In particular, this means that these defects are not charged during the
application of the pulse voltage of −10 V. However, as the drift appears in the measurement
of the recovery after this negative pulse, these acceptor-like interface defects must already be
charged again, once the measurement is conducted. Consequently, this happens within less than
1.8 µs. These defects must therefore be faster than the defects that contribute to the measured
hysteresis.

Again, reviewing other studies shows that this might also – at least partly – depend on
the respectively tested type of device. While most devices seem to show no change in the
hysteresis [MFC7], [MFJ7], a few devices seem to show a significant increase [286], [293]. Dif-
ferences with regard to the SiC/SiO2 interface might significantly affect the time constants of
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number of switching cycles Only the cumulative number of switching cycles determines the
degradation. The corresponding stress time or frequency is not
relevant. The degradation is roughly proportional to the cumulative
number of switching cycles.

saturation/reversal In particular at more extreme bias conditions, a saturation and
reversal of the degradation is observed.

interface states Impedance measurements reveal the creation of acceptor-like inter-
face defects that are only charged in the weak-to-strong inversion
regime.

voltage levels The degradation only occurs upon switching between inversion and
accumulation.

junction temperature The mechanism must be temperature independent. Due to the re-
sults of other studies, it should allow the possibility to have any
temperature dependence.

transition times The degradation decreases in some devices with increasing rise
time and is independent of the fall time. Due to the results of other
studies, it should allow the possibility to have a similar dependence
on the fall time as well.

electron-hole recombination Due to the similarity to the charge pumping current, the degradation
is likely related to defect-assisted recombination at the SiC/SiO2
interface.

over- and undershoots An undershoot creates the same degradation as fully switching
down to the voltage level of the undershoot. This is probably similar
for the overshoot.

hysteresis The hysteresis, as measured with an inherent measurement delay,
should not change.

quasi-permanence The degradation in terms of the measured ∆Vth is quasi-permanent.
annealing The reverse reaction (annealing) is linked to a considerable activa-

tion energy of about 2 eV.

Table 4.3. List of experimental findings with respect to GSI.

these acceptor-like interface defects, thus creating such contrary observations in the behavior of
different devices.

4.3.11 Recovery and Annealing

Already in the first scientific paper from Jiang et al. it was shown that GSI is a quasi-
permanent degradation [283]. This means that once these acceptor-like interface defects are
created, the reverse reaction back to the inactive precursor state is associated with a high
activation energy. Indeed, it has been shown that this reverse reaction is in principle possible
under high temperatures above 225 ◦C and significantly negative VGS [286].

It can be estimated that this activation energy is about 2 eV at VGS = 0 V [MFC5]. At room
temperature, the activation energy corresponds to a time constant of 1022 s, whereas at 600 K it is
reduced down to 2 × 105 s.

4.3.12 The Physics of Gate Switching Instability

The previous section provided a detailed analysis of various experimental characteristics of
GSI. The intention of this section is to gather the experimental observations, draw conclusions
on the underlying physics, and provide a physical understanding and model for this new
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Figure 4.43. Illustration of locally-enhanced electric field as a possible cause of GSI. Trapping of holes
in donor-like defects close to the valence band changes the electric field for a short time after the
transition of VGS in such a way that electron trapping is enhanced. Redrawn from [MFC5].

degradation mechanism. Table 4.3 summarizes the key findings from the previous sections. Any
suggested mechanism must agree with all of these observations.

In literature, two models have been proposed to explain the physics of GSI. The first
mechanism is related to a locally-enhanced electric field [297], [303], caused by the recoverable
component of ∆Vth, and the second mechanism is based on REDRs [MFC2], [MFC4], [MFC5],
[MFC8]. In the following, these two mechanisms are discussed with respect to their agreement
with experimental observations.

Locally-Enhanced Electric Field

The idea that a locally-enhanced electric field might explain GSI was first proposed by Jiang
et al. [297] and Scholten et al. [303]. The basic idea behind the proposed mechanism is based
on the commonly known strength of the recoverable component (hysteresis) in SiC MOSFETs.
As in detail discussed in Section 4.2, very short gate pulses down to 100 ns create a ∆Vth in the
regime of a few volts. This means that ∆Vth can dynamically follow a switching frequency up
to 10 MHz and probably even more, which was illustrated by Puschkarsky et al. [154], [155].
Consequently, a significant amount of charge is trapped and detrapped at the interface each
time VGS switches from the low level VL to the high level VH.

Jiang et al. argued that this charge alters the local electric field in such a way that the
trapping of electrons into defects with higher activation energies is effectively enhanced within
a short time after the VGS-transition from VL to VH. This short time must be significantly shorter
than half of the VGS period. These trapped electrons then cause the positive ∆Vth observed upon
extensive GSS. This proposed mechanism is schematically illustrated in Fig. 4.43. During the
time the MOSFET finds itself in accumulation, the negative VGS causes a gradually increasing
number of holes to get trapped in defects close to the SiC/SiO2 interface. However, these trapped
holes alter the local electric field or rather the potential. Once the MOSFET is then switched into
inversion, this change in the local electric field around the trapped holes enhances the trapping
of electrons into defects with higher capture activation energies. During the time the MOSFET is
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in inversion, the previously trapped holes can detrap again, which basically leaves the system
with trapped electrons.

As GSI was found to be a quasi-permanent degradation, these electrons would have to be
trapped quasi-permanently. This means the activation energy for detrapping of these electrons
must be significant, such that these charge carriers do not detrap within regular temperature
and voltage conditions.

Jiang et al. motivated the proposal of this mechanism by the dependence of GSI on the
number of switching events [297]. As the local field enhancement would occur only within a
short time after each VGS-transition from accumulation to inversion, the authors concluded that
this agrees with the dependence of GSI on the number of switching cycles. However, this short
time of field-enhancement conflicts with previous experimental observations [154], [155], that
show that the decrease of ∆Vth during the VL-phase increases monotonously over time, which in
turn would increase the field-enhancement per switching cycle and thus the GSI component
for a fixed number of switching cycles. This is not supported by experimental observations (see
Fig. 4.29b). Although it appears rather unlikely, the last resort would be to argue that even a
short measurement delay time of 1 µs (as used in [154], [155]) is not enough to capture the full
extent of field enhancement.

The observed saturation and reversal of the drift might only partly agree with this model
based on locally-enhanced electric field. While the saturation could be assigned to a limited
population of precursor states, it remains unclear how a reversal of the drift would be explained.
Possibly, this could be incorporated as increased hole trapping that is caused by locally-enhanced
electric field at the falling transition caused by trapped electrons captured during the VH-phase.
This would lead to a negative ∆Vth component and superimpose with the increased electron
trapping at the rising transition.

With respect to the observation that the GSI component requires switching between inver-
sion and accumulation, the model appears to show plausible agreement. The required strong
hole trapping of the recoverable component is linked to the accumulation regime and the
trapping of electrons from the conduction band similarly requires the device to switch into
inversion.

Unfortunately, the temperature dependence does not allow any conclusions to be drawn
about the correctness of the mechanism of local field enhancement. Depending on the ratio
between increase in trapping and increase in detrapping of the involved holes, the GSI-related
drift could go in either direction upon an increase in temperature.

Another argument of Jiang et al. was that decreasing the transition time would allow a
higher fraction of the previously trapped holes to detrap again [297]. Indeed, particularly for the
data presented in this work with their GSI component that only depends on the rise time, this
observation seems to fully agree with the proposed model. However, within the same paper,
Jiang et al. presented data suggesting that double-diffused MOSFETs (DMOSETs) could also
exhibit a decreasing GSI-related drift with decreasing fall time. However, as the observed ∆Vth

would require enhanced capture of negative charge, this would contradict the proposed model
of local field enhancement.

Scholten et al. argued in a very similar way [303]. Their central argument for the correctness
of understanding GSI as the result of a local field enhancement caused by trapped holes was the
observation that an equal drift in terms of ∆Vth could be created by increasing VGS. However,
the used pulse scheme and successive increase of VGS can equally be explained by voltage
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acceleration of the BTI component. This becomes clearer considering that the authors use in
their investigations still quite low numbers of switching cycles down to 3.6 × 108, where the BTI
component might dominate over the GSI component (see Fig. 4.27).

The observation that different types of undershoots create an identical degradation could
be explained by the fast trapping of holes and absence of their detrapping at negative VGS. Also
this property might therefore fit to the proposed model.

Overall, a few characteristics of GSI could indeed be explained by enhanced electron
trapping due to a locally enhanced electric field. Even the fact that the hysteresis (see Fig. 4.42)
is not affected by GSS agrees with the model. In this context, the similarity between the charge
pumping current and GSI (see Fig. 4.40) would be handled as a coincidence. The permanence of
the degradation is also not contradictory to this mechanism.

However, there is a central and very strong disagreement with the observed impact of GSI
on the CV curves (see Fig. 4.34). The change in the CV curve clearly related GSI to the creation
of acceptor-like interface defects. As already pointed out, enhanced trapping of electrons due to
a locally enhanced electric field would lead to quasi-permanently trapped electrons that would
lead to a horizontal shift of the CV curve – which is clearly not observed. In the devices used
here, the BTI component is rather small compared to the GSI component, which supports the
clear assignment of the observed acceptor-like interface defects to GSI. Even if there were devices
with a stronger BTI component that introduces quasi-permanently trapped charges leading to
an additional parallel shift of the CV curve, this would not be in immediate disagreement with
the assignment of GSI to the creation of acceptor-like interface defects.

In summary, although the idea of increased electron trapping due to locally-enhanced
electric field agrees with a lot of the experimental observations, it clearly fails to explain the
change in the CV curve showing that GSI creates acceptor-like interface defects that are only
charged in the weak-to-strong inversion regime. As it is understood at the moment, this model
is not sufficient.

Recombination-Enhanced Defect Reactions as the Cause of the Gate Switching Instability

As established in the preceding section, increased electron trapping due to a locally en-
hanced electric field cannot be the cause of GSI, as it clearly conflicts with experimental observa-
tions. The other proposed mechanism is based on REDRs (see Section 2.1.3) [MFC2], [MFC4],
[MFC5], [MFC8]. In the following, based on the experimental findings summarized in Table 4.3,
it will be deduced why a mechanism based on REDRs is fully consistent with all observations –
also those from other researchers.

GSI is caused by the creation of acceptor-like interface defects, as discussed in Section 4.3.4.
As the ∆Vth observed in GSI experiments by far exceeds the observed ∆Vth under direct current
(DC) or unipolar alternating current (AC) stress conditions (see Section 4.3.5) [283], [286], a
reaction creating the observed interface defects must feature a considerable activation energy on
the order of a few electronvolts. This reaction is the transformation of an electrically inactive
precursor state to an electrically active acceptor-like state. However, as it cannot be a conventional
NMP process that would also occur under DC conditions at high temperature, this activation
energy barrier must be overcome by another mechanism supplying the required energy. As
suggested in Section 4.3.8, the similarity between the transition time dependence of GSI and
the one of the CP current suggests that this reaction is driven by defect-assisted recombination.
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Figure 4.44. (a) Defect-assisted recombination at the rising and falling transition of VGS. The released
energy leads to the creation of acceptor-like defect states. (b) Illustration of the different states
involved in GSI for a recombination event at the rising transition. (c) Configuration coordinate
diagram corresponding to the states illustrated in (b). Potential energy curves (PECs) indicated by
grey dashed lines illustrate a case where the energy barrier for the transition 1 → 2 is only reduced by
the phonon kick energy. Redrawn from [MFC5].

As outlined in Chapter 2, this recombination could either involve radiative or non-radiative
transitions at the rising and/or the falling transition of VGS (see Fig. 4.44a).

If it was a radiative transition, the energy of the recombination event would be released in
the form of a photon. Theoretically, this photon could be reabsorbed by the inactive precursor
state and thereby trigger its transformation into an active acceptor state. Essentially, the photon
would transport the energy from the site of recombination to the site of the defect reaction.
Alternatively, the creation of the acceptor-like interface defect could be related to non-radiative
recombination. Since the conventional NMP process cannot overcome such large activation
energy barriers within reasonable times, REDRs are the only option to transfer the energy from
the recombination event into a defect reaction. This directly leads to the existence of several
states that are illustrated in Fig. 4.44b. For simplicity, the processes prior to the recombination
event are not depicted. Based on the observation that the GSI component depends exclusively
on the rise time, recombination of a trapped hole in a state close to the valence band with
a conduction band electron is a very likely choice for the recombination process supplying
the needed energy. However, this can be generalized in a straight forward manner to include
recombination of holes from the valence band with trapped electrons as well. The involved states
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are labeled 0, 1, 2, and 2n. The acceptor-like interface defects created during GSS are described
by states 2 and 2n being the neutral and negative acceptor state, respectively. Depending on the
applied VGS, the acceptor-like defect is in one of those two states. As discussed, NMP transitions
between them occur rapidly within less than a microsecond. Before GSS, this defect is in its
inactive precursor state, including the excited state 0 and the ground state 1.

The transition from state 0 to state 1 is the recombination event, which is triggered by
switching the MOSFET from accumulation to inversion. During the VL-phase, the hole trap
captures a hole from the valence band. Once the MOSFET is switched into inversion, the hole
is either emitted back to the valence band or it stays in the hole trap sufficiently long enough,
such that it can subsequently recombine with an inversion electron from the channel. Their
recombination (0 → 1) releases a phonon kick energy that is cast into the reaction thereby
transforming the inactive precursor state into the active acceptor state (1 → 2). If the MOSFET
is then situated in inversion, the transition 2 → 2n can immediately occur and the system
ends up in state 2n. In this state, the ∆Vth created by the negatively charged acceptor state can
be measured. But, once the MOSFET is switched back into accumulation, the active acceptor
becomes neutral and could even be annealed out (2 → 1) at high temperature by overcoming
the mentioned energy barrier of about 2 eV (see Section 4.3.11).

The corresponding configuration coordinate diagram including all transitions is illustrated
in Fig. 4.44c. As discussed in Section 2.1.3, for the case of a sufficiently large phonon kick energy
EP > EA, the transition 1 → 2 would be temperature independent. The only temperature
dependence would originate from the emission of the trapped hole in the hole trap close to the
valence band at the transition from accumulation to inversion. With increasing temperature,
the hole is more likely to be emitted back to the valence band and hence the observed GSI
would decrease. However, for the other case of EP < EA (grey dashed lines in Fig. 4.44c),
the activation energy barrier of the transition 1 → 2 would be reduced by the phonon kick
energy EP. Consequently, there might even occur a case where GSI-related drift increases upon
increasing the temperature – of course this would also depend on the detrapping kinetics of the
previously trapped hole. However, such a behavior has not been observed yet. It can therefore
be concluded that the energy barrier for the transition 1 → 2 is smaller than the phonon kick
energy. Theoretically, the phonon kick energy can be almost as high as the bandgap of 3.26 eV.

Furthermore, note that the postulated states could all be assigned to the same defect. In this
case, the hole trap state close to the valence band might disappear upon creation of the active
acceptor state. Alternatively, the trap level of the hole trap state might only slightly change its
energy level upon the transformation of the defect into the active acceptor state. In addition to
that, the recombination could trigger the release of a mediating species that subsequently reacts
at another defect to create the active acceptor state [MFJ6], [MFC6]. In this case, the hole trap
state would work as a catalyst for the reaction.

Indeed, the above presented mechanism fully agrees with all experimental observations
summarized in Table 4.3. A point-by-point discussion is presented in the following.

First, the exclusive dependence of GSI on the number of switching cycles results from
the fact that only a switching event between accumulation and inversion could provide the
defect-assisted electron-hole recombination needed to drive an REDR. Each time the MOSFET is
switched, there is a certain probability of an REDR to occur. Neglecting limited populations of
defects, this leads to the observed proportionality to the number of switching cycles Nsw, that is
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observed in experiment. The GSI component must roughly follow a relation of
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Cox

k
�
VH, VL, ...

�
Nsw, (4.35)

where k
�
VH, VL, ...

�
incorporates any dependence on other parameters, such as the voltage levels,

that affect the probability for an REDR to occur. The saturation of the GSI component might
originate from the fact that the reactants deplete: the more involved defects end up in states 2 and
2n, the less reactants are available. This leads to the saturation. A reversal of the GSI component
might be caused by another reaction, which deactivates the acceptor state again [MFJ6], [MFC6].

The active acceptor states have been observed as a stretch-out in CV measurements and the
voltage level dependence originates from the factor k

�
VH, VL, ...

�
: the higher the electron and

hole density at the interface during inversion and accumulation, the higher the probability of an
REDR to occur. The trapping process for the charge carrier that will subsequently recombine
must be a regular NMP process, which is of course sensitive to the electric field. Only switching
between inversion and accumulation allows defect-assisted recombination and REDRs and
thus causes GSI. If the emission of the trapped holes back to the valence band at negative
VGS is negligible, undershoots create an equal GSI-related drift as fully switching down to the
voltage of the undershoot. Hence, this is in agreement with the experiments on the impact of
undershoots.

The temperature independence or the decrease of GSI with increasing temperature fully
agrees with the presented model. A sufficiently large phonon kick energy makes the REDR
temperature independent. If some of the holes required for the recombination detrap at higher
temperature, the GSI component is reduced. This certainly depends on the exact distribution
of the involved hole trap and might vary with the resptive type of interface, the interface
processing and consequently among different device designs. The dependence on the transition
time equally results from enhanced detrapping of the required holes at longer transition times.
If a device shows also a dependence on the fall time, this might be caused by the presence of
another mechanism based on recombination of trapped electrons with accumulated holes in the
valence band.

The quasi-permanence of GSI and its annealing are a consequence of the high activation
energy of about 2 eV for the transition from 2 → 1. The observation that the hysteresis measured
with a measurement delay after positive and negative pulses is not affected by GSS is the result
of the fast trapping kinetics of the created acceptor state. Once the device is switched into the
weak-to-strong inversion regime, the acceptors are always charged once Vth is measured.

All these explanations and the mechanism invoked for GSI are analogous to the pro-
cesses involved in CP experiments, addressing any type of defect-assisted recombination at the
semiconductor-insulator interface. Thus, the similarity between the transition time dependence
of the CP current and the GSI-related drift is in full agreement with the presented model. A part
of the CP current probably represents the recombination triggering the REDRs.

The correctness of the model is further supported by the VL-dependence of the CP current,
the absolute of ∆Vth at the end of the VL-phase (called hysteresis), and the GSI-related drift,
that are shown in Fig. 4.45. Apparently, these quantities share a similar onset around −3 V. The
hysteresis represents the trapping of the holes required for the recombination and the CP current
represents the recombination itself. As both their onsets agree with the onset of GSI, the model
based on REDRs agrees with the observed behavior.
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Figure 4.45. Comparison of low-level dependence between charge pumping current, recoverable
threshold voltage shift and drift upon gate switching stress. Redrawn from [MFC5].

Finally, it needs to be said that REDRs are nothing unusual in wide-bandgap semiconduc-
tors or SiC-based systems. Indeed, REDRs were clearly demonstrated to exist in bulk 4H-SiC
involving several defect reactions [304], [305]. For instance, a so-called HS2 hole trap that serves
as a recombination center shows significant laser light and current induced REDRs. As measured
by deep-level transient spectroscopy (DLTS), this state is located about 0.44 eV above the valence
band. Overall, this supports the understanding of GSI as an REDR-based mechanism.

4.3.13 Gate Switching Instability in Silicon MOSFETs?

GSI has always been discussed as a mechanism that exclusively arises in SiC MOSFETs.
This section discusses observations in Si-based devices that have similar characteristics as GSI
and compares them to the experimental properties and characteristics shown in the the previous
sections of this work.

It was recognized early on that apart from pure hole trapping in the SiO2 insulator of Si-
based MOSFETs, the recombination of electrons and holes can give rise to a higher interface state
generation [306]. This was referred to as “recombination-induced structural change” and could
also explain the interface state generation upon high energy irradiation. Essentially, this must
be REDRs as described in Section 2.1.3. However, in these devices, the created interface defects
were rather slow, which is why they could be directly detected by using CV measurements of
different small-signal frequency.

Similar results were obtained in time-dependent dielectric breakdown (TDDB) experi-
ments [307], [308]. Devices were subjected to three different stress waveforms: a positive unipolar
stress, a negative unipolar stress and a bipolar stress. While trapping in defects deeper in the
oxide was higher at unipolar stress, interface state generation was significantly enhanced under
bipolar stress. These interface states destructively affected the effective channel mobility of the
devices and caused an increase in the subthreshold slope, but there was no correlation with
the breakdown of the oxide. Only an increased ∆Vth was observed. Interestingly, the interface
state generation increased with decreasing frequency. Certainly, these experiments cannot be
easily compared to the GSI experiments presented in the course of this work, however, the
striking similarity is that in both cases, electron-hole recombination is suggested to be the cause
of an enhanced degradation under bipolar switching. Although the frequency dependence is
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the opposite of the dependence of GSI, it cannot be excluded that a similar mechanism is also
responsible for the enhanced interface state generation upon bipolar switching at high electric
fields. The differences might originate from the different charge injection/trapping processes
that occur prior to the recombination events.

There was even another study that found an increasing interface state generation with
increasing switching frequency using the CP technique [309]. This increased generation was
also present if VL was situated in depletion, which is different from GSI. However, the authors
also observed a strong onset in generation once they entered accumulation and assigned this to
increased electron-hole recombination. Although this would be a promising similarity to GSI,
the authors also observed a strongly asymmetric dependence on the duty cycle, whereby the
interface state generation decreased with increasing duty cycle.

In the context of a comparison to GSI in SiC MOSFETs, a particularly remarkable study
showed a clearly switching frequency driven interface state generation in Si p-channel MOSFETs
upon bipolar switching [310]. The fact that this interface state generation was temperature
activated does not necessarily contradict the temperature independence observed in SiC devices
– the temperature independence in SiC devices might be caused by the wider bandgap supplying
more recombination energy. Furthermore, the authors found a strongly increasing power law
exponent at higher frequency, which might match the observations of the GSI component in SiC
devices, that causes this typical strong onset in ∆Vth.

A more recent study investigated bipolar switching in Si fin field-effect transistors (Fin-
FETs) [311]. The authors observed a higher contribution from generated interface defect states
to the total ∆Vth upon bipolar stress compared to unipolar or DC stress. These defects were
detected by the CP technique. However, the total ∆Vth was lower in the case of bipolar stress
and it decreased with decreasing duty cycle.

Finally, the most recent study on bipolar switching of Si devices linked an increased interface
state generation to the gate-sided hydrogen release model [312], which successfully describes
many characteristics of BTI [313]–[316]. The authors observed an increased interface defect
generation upon bipolar switching compared to unipolar switching, however, the degradation
did not significantly increase with increasing switching frequency – at least as far as GSI is
concerned. The authors also compared devices with a SiO2 insulator to SiO2/HfO2 devices,
whereby the latter exhibited lower interface state generation upon bipolar switching.

Overall, it is difficult to determine from the available literature on bipolar switching in
Si-based devices whether GSI with similar characteristics as in SiC devices equally exists. As
indicated by the presented studies, it can certainly be concluded that bipolar switching indeed
leads to enhanced interface state generation, which would be a similarity to GSI, however,
the exact characteristics are unclear. At least, it seems that significantly higher electric fields
are required to trigger comparable effects. More studies on Si-based devices are needed to
have concrete characterization and understanding of this effect. Such work should include
measurements from very short to very long stress times, variations of the switching frequency,
and an investigation of the temperature dependence. Attempts to separate off the BTI component,
as it must also be present in Si devices, are desirable.
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4.3.14 Mathematical Model based on Recombination-Enhanced Defect Reactions

The contents of this section were previously published in [MFJ6], [MFC6].

As outlined in Section 4.3.12, GSI is likely caused by REDRs. However, in order to achieve a
good fit of the experimental data, some modifications of the linear relation between ∆Vth and
the number of switching cycles Nsw might be applied based on the following considerations.

First, it could be recognized that the observed drift as shown in Fig. 4.35 seems to change
its shape for different high VH and low level VL combinations. Assume GSI would be caused by
transforming a precursor state A into an active state B that can be negatively charged with an
associated state B−. This is illustrated in Fig. 4.46. The backward reaction is neglected, as GSI
was found to be quasi-permanent. This would imply the following rate equations

dA
dNsw

= −k1A

dB
dNsw

= k1A

which has the simple solution

B
�

Nsw
�
= At

�
1 − exp

�−k1Nsw
��

(4.36)

where k1 is the reaction rate. At is the defect density of A initially available at Nsw = 0. Hereby,
B
�

N
�

is the density of active acceptor-like defects. Transitions between B and B− are fast on the
time scale of a switching cycle, which means they can be neglected. According to the previously
presented understanding, changing VL and VH just affects the number of defects At participating
in the recombination. Apparently, B

�
Nsw

�
scales with At and does hence not change its shape for

different combinations of VH and VL. This is illustrated in the plot in Fig. 4.46. Furthermore, such
a two state model would not be able to explain a drift reversal – it can only explain saturation
around the point Nsw = 1/k1. This means, GSI cannot be described by a simple two state model.

As a next step, a three state model, where the third state B2 would be an inactive state
explaining the drift reversal, could be assumed. This is again illustrated in Fig. 4.46. The
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corresponding rate equations are

dA
dNsw

= −k1A (4.37)

dB
dNsw

= k1A − k2B (4.38)

dB2

dNsw
= k2B (4.39)

with the solution

B
�

Nsw
�
= At

k1

k2 − k1

�
exp

�−k1Nsw
�− exp

�−k2Nsw
��

(4.40)

where k2 is the rate for the deactivation of the active state B. Again, B
�

Nsw
�

scales with At,
which would not explain different shapes of drift curves for different combinations of VH and
VL.

Consequently, another mechanism is suggested, which is based on the release and capture
of a mediating species X. All the states are illustrated in Fig. 4.47. Assume to be at the end of the
VL-phase, meaning the defect A has captured a hole from the valence band. This state is referred
to as A+. Once the MOSFET is switched up to VH, the trapped hole can either recombine with
an electron from the conduction band and go back to state A via an ordinary NMP process or it
can use the energy released by the recombination event to cast it into the reaction of releasing a
species X. This way the defect goes over to state A0, which must have similar properties as A,
because it could not be observed in hysteresis or CV characterization. Analogously, at the end of
the VH-phase, the defect A has captured an electron from the conduction band and is thus in the
state A−. Once it is switched into accumulation, the trapped electron can recombine with a hole
from the valence band by either going back to state A via an NMP process or by going into state
A0 via an REDR.
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Following the approach of Sumi [190], presented in Equations 2.27 and 2.28 of Section 2.1.3,
for ideal coupling |g| = 1, this gives the activation energy of the REDR process following

EH = max
�
0, EA − EP

�
. (4.41)

The corresponding rate (quantum efficiency) of REDR is then given by

c = QEREDR =
kREDR

kREDR + kNMP
= fcγ exp

�
− EH

kBT

�
(4.42)

with fc ∈

0, ..., 2

�
. While fc practically incorporates the fact that an REDR could occur at both

the rising and falling transitions or at only one or none of the two transitions, γ describes the
coupling between the energy accepting coordinate and the reaction coordinate. For simplicity, it
is assumed that both the rising and the falling transitions have the same properties resulting
in an identical c. However, this could be generalized at the cost of increased complexity in the
following calculations.

The species X finally reacts at another defect B, transforming it from state B0 to B at a rate
k1 in such a way that the observed acceptor-like interface defect close to the conduction band is
created. B can get charged by an electron from the conduction band, which leads then to the state
B−. B− is the cause of the observed ∆Vth and the transitions between B− and B were observed
as a stretch-out of the measured CV characteristics. Finally, the observed drift reversal can be
explained by another deactivating reaction with a species X from state B to state B2, which must
be an inactive state.

At a first glance, the idea with a mediating species X appears a bit far fetched, but there
are indeed several known candidates for such a defect A, which are able to emit some sort of
species X. This includes hydrogen bridges and hydroxyl E’-centers in SiO2, which can emit a
hydrogen atom [317], or even carbon clusters in SiC that can emit a carbon atom [318]. The
deactivating reaction involves another species X, leading to saturation and drift reversal, which
is e.g. a known behavior of hydroxyl E’-centers [313].

There are a few assumptions upon which this model is based. First, the capture of a charge
carrier by A during the VH- and VL-phases, respectively, is fast enough such that it is completed
at the end of each phase. The corresponding time constants must therefore be smaller than half
of the period of VGS. Second, the VGS waveform is usually not ideal. During the VGS-transition,
some of the previously trapped charge carriers can be emitted back to the band from which they
came from. This means that they cannot participate in the recombination. As already pointed
out, this is described by the number of participating defects At, which depends on the rise time,
the fall time, the temperature, VH, and VL. The corresponding dependencies can be understood
in the framework of CP theory (see Section 3.4).
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Overall, this model can be described by the following rate equations.

dA
dNsw

= −cA (4.43)

dB0

dNsw
= −k1B0X (4.44)

dB
dNsw

= k1B0X − k2BX (4.45)

dX
dNsw

= cA − k1B0X − k2BX (4.46)

At cycle Nsw = 0, there are Bt defects available. While for A the solution is rather trivially
obtained by

A
�

Nsw
�
= At exp

�−cNsw
�

(4.47)

there is no analytic solution for this system of differential equations. Empirically, it was found
that

X
�

NNsw
� ≈ R

c
k1

exp
�−cNsw

�
(4.48)

is a good approximation with R = At/Bt. Inserting this into Equation 4.44 gives

B0
�

Nsw
�
= Bt exp

�−R
�
1 − exp

�−cNsw
���

= Bt f
�

R, Nsw, c
�

(4.49)

Finally, inserting Equations 4.48 and 4.49 into Equation 4.45 yields the quantity B
�

Nsw, c
�

which
is relevant for the degradation and follows

B
�

Nsw, c
�
=

Bt

r − 1
�

f
�

R, Nsw, c
�− f

�
rR, Nsw, c

��
(4.50)

where r = k2/k1. The condition B0 + B + B2 = Bt results in

B2
�

Nsw, c
�
= Bt − B0

�
Nsw, c

�− B
�

Nsw, c
�
. (4.51)

Finally, it is expected that at least the parameter c is distributed. This is analogous to the dis-
tribution of defect parameters in the NMP-based description of BTI (see Section 2.1.2) [140], [143],
[319]–[321]. In this model, it is assumed that log

�
c
�

is normally distributed, which translates
into

B
�

Nsw
�
= B

�
Nsw, c

� 1
σc
√

2π
exp

�
−
�
log

�
c
�− log

�
c0
��2

2σ2
c

�
d log

�
c
�
. (4.52)

However, this is not analytically solvable. Based on previous approaches [140], [271], the function
f
�
ρ, Nsw

�
can be approximated by

f
�
ρ, Nsw

� ≈ H
�

1
ρc

− t
�
+ H

�
t − 1

ρc

�
exp

�−ρ
�

(4.53)
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Figure 4.48. (a) Drift curves for different At. (b) Drift curves for different r. (c) Drift curves for different
σc. (d) Drift curves for different c0. Redrawn from [MFJ6].

with H being the Heaviside step function. Splitting up the cases for high and low Nsw, this gives
an analytic approximation for the integral as per

B
�

Nsw
� ≈

����
Atηc0 exp

�
σ2

c
2

�
Nsw, Nsw ≤ Nth

Bt

r − 1
�

F
�

R, Nsw
�− F

�
rR, Nsw

��
, Nsw > Nth

(4.54)

with

F
�
ρ, Nsw

�
= Φ

�
− log

�
c0ρNsw

�
σc

�
+

�
1 − Φ

�
− log

�
c0ρNsw

�
σc

��
exp

�−ρ
�

(4.55)

and the Gaussian integral

Φ
�
x
�
=

1
2

�
1 + erf

�
x√
2

��
. (4.56)

The values for η and Nth are related to approximating B
�

Nsw
�

for small Nsw and large Nsw,
separately. First, η is used to make the entire approximation function continuous, whereby η is
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Figure 4.49. Comparison between the experimentally extracted GSI component for different VH and
VL combinations, originally presented in Fig. 4.35, with the presented mathematical model. As the
VH/VL combination should theoretically only affect At, each curve has its own free parameter At, but
all other parameters are the same for the entire set of data.

then a function of Nth via
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The values of η and Nth are related to the position of the maximum of η
�

Nth
�
, which can be

obtained by minimizing −η
�

Nth
�
.

As a result, Equation 4.54 describes the GSI-related creation of active acceptor-like interface
defects. The formula depends on the five parameters At, Bt, r, c0, and σc. The impact of the
different parameters on the drift evolution is illustrated in Fig. 4.48.

As a last step, the model described by Equation 4.54 was used to fit the previously extracted
GSI components for various VH/VL combinations. The resulting fit is shown in Fig. 4.49. As VH

and VL should only affect At, the entire set of data were fitted by the same Bt, r, c0, and σc, but
each shown drift curve has its own At. For VH ≤ 20 V, the fit is excellent, whereas for VH = 25 V,
the fit is rather unsatisfactory. However, this might be related to the electrostatics of the used
asymmetric trench devices. At 25 V, the other side of the trench, which is p+ doped, is clearly
inverted (see Fig. 1.11). This is visible in the CV characteristic (see Fig. 4.30).
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4.4 Field-Effect Stimulated Optical Spectroscopy of Interface Defects

The contents of this section were previously published [MFC3], [MFJ8] or were accepted for publica-
tion [MFJ2]. The paper “Electrically stimulated optical spectroscopy of interface defects in wide-bandgap
field-effect transistors” [MFJ8] was selected as Editors’ Choice 2023 [322] of the journal Communications
Engineering.

The gate switching instability (GSI) presented in the previous section is likely due to defect-
assisted electron-hole recombination at the silicon carbide (SiC)/silicon dioxide (SiO2) interface.
The released energy is hereby non-radiatively cast into the activation of an inactive precursor
defect. Alternatively, the energy released by a defect-assisted recombination event could be
released radiatvely via the emission of a photon. Studying the properties of the photon emission
could therefore allow to get deeper insights into the properties of the involved interface defects.

Indeed, in the years 2000 – 2001 it was already observed by Stahlbush et al. [240], [241]
and Macfarlane et al. [239] that both 6H- and 4H-SiC metal-oxide-semiconductor field-effect
transistors (MOSFETs) can emit light, once the gate-source voltage (VGS) is switched between
inversion and accumulation, while keeping both drain and source terminals grounded. Note that
this is exactly the operation mode where GSI occurs or where charge pumping (CP) experiments
are conducted.

Macfarlane and Stahlbush investigated this effect on planar devices with a lateral current
flow (see Section 1.5.1). The light was detected through the top of the device, meaning it first
had to pass the SiO2 and polycrystalline silicon gate before being detected. In their work, they
observed two spectral contributions that they assigned to defect-assisted recombination at the
interface and in the bulk, respectively. The interface recombination was located in the region of
500 – 800 nm (1.55 – 2.48 eV), whereas the bulk recombination was situated close to the bandgap
of 6H-SiC around 425 nm (2.92 eV). Although the authors succeeded in time-gating the spectral
detection, which allowed them to separately investigate the light emission from the rising and
falling transition of VGS, the emission spectra could not be related to known defect densities of
the interface.

Indeed, their measurement technique was limited by absorption of the polycrystalline
silicon layer, which the authors blamed for creating interference patterns in the observed
spectra [240]. This hindered a deeper analysis of the emission spectra. Besides imaging the
electron flow during turn-on, their method allowed the authors to provoke a dominance of the
bulk recombination, which allowed to image 3C inclusions in the bulk crystal under unipolar
switching. Finally, the authors did not find a significant impact of NO annealing on the emission
spectrum [241]. Despite the fascinating character of the results shown by Stahlbush et al. [240],
[241] and Macfarlane et al. [239], the topic of light emission from SiC MOSFETs under gate
switching did not get further attention by the research community over two decades.

In the course of this work, the light emission from 4H-SiC MOSFETs is investigated and
correlated to more conventional electrical measurements – including ultra-fast threshold voltage
(Vth) and capacitance-voltage (CV) measurements. In contrast to Stahlbush et al. and Macfarlane
et al., who used research-grade planar devices with a lateral current flow, fully-processed
commercially-available 4H-SiC power double-diffused MOSFETs (DMOSETs) were used here.
Their light emission was measured through the backside of the chip. As any semiconductor
is transparent below its bandgap and there are only weakly absorbing defect states within
the bandgap of 4H-SiC [323], this approach avoids the mentioned limitations originating from
absorption in the top layers above the gate oxide.
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First, this measurement approach of detecting the light emission from the backside is
outlined in greater detail, followed by presenting the measurements of the light emission with
an emission microscope at different switching frequencies, which allows to spatially locate the
light emission. Next, the measurement of light emission from single VGS-transitions is presented
and subsequently used to determine the voltage level dependence of the observed light emission
and linking it to the well-known transient threshold voltage shift (∆Vth). Afterwards, a pump-
probe scheme is introduced which allowed to relate the light emission to the recovery of transient
Vth shifts associated with the recoverable component of bias temperature instability (BTI). Also
a link between ∆Vth and light emission upon extended gate stress is presented.

In addition, the light emission is spectroscopically characterized and the thereby obtained
energy distribution of the emitted photons is compared to density functional theory (DFT)-based
ab-initio calculations from literature. Finally, time-gated optical spectroscopy is used to analyze
the light emission throughout the entire switching period of VGS.

4.4.1 Light Emission from the Active Area of a Silicon Carbide Power MOSFET

In contrast to the previous investigations by Stahlbush and Macfarlane [239]–[241], the
devices used throughout this work were n-channel 4H-SiC power DMOSETs that were commer-
cially available. Consequently, all investigations were performed on fully-processed devices. In
the used DMOSETs, the 4H-SiC/SiO2 interface is at the (0001) plane of the 4H-SiC crystal. As
the current flow in these devices is vertical, the drain contact is at the backside of the chip.

Initially, these devices had been fully-packaged in a transistor outline (TO) package featuring
three pins for the three terminals of the MOSFET. The devices were subsequently opened from
the backside by removing the copper lead frame in a wet-chemical process with nitric acid.
Afterwards, the solder on the backside of the chip was etched away with aqua regia. In a final
step, the backside metallization was polished off with diamond paste. This process can be
performed either by completely removing the drain metallization or by processing the device in
a way that the drain metallization remained functional along the lower edge of the chip. The
latter case allows to have control over the potential of the highly-doped n-type region of the
substrate. If not stated otherwise in this work, the drain metal was completely removed.

The advantage of the above outlined preparation of the device under tests (DUTs) is the
flawless detection of the emitted light through the backside of the chip – directly through the
4H-SiC substrate and the epitaxial layer. This is illustrated in Fig. 4.50. As known from Stahlbush
and Macfarlane [239]–[241], the emitted light is spectrally located below the bandgap of 4H-SiC
of 3.26 eV. Besides minor absorption by n-type 4H-SiC around 464 nm (2.672 eV) [323], caused by
a transition from the nitrogen donor to a higher conduction band state, the photon emitted at the
interface can leave the device without being disturbed. For these photons, the 4H-SiC epitaxial
layer and the substrate with a combined thickness of about 185 µm are practically transparent.
Interference effects from the 4H-SiC layer are not expected. Assuming a Fabry-Pérot cavity with
a thickness d corresponding to the combined thickness of the epitaxial layer and the substrate, a
constant refractive index n = 2.6305 (at 300 K and a wavelength of 650 nm) [324], the energetic
spacing between interference maxima would be

�
hc
�
/
�
2nd

�
= 1.3 meV. As it turns out, this

spacing is far less than any spectral feature observed in the later presented results.
Once such a prepared DMOSET is continuously switched between inversion and accumula-

tion, the active area of the SiC DMOSET starts to emit light. At a high switching frequency above
500 kHz, the light emission is visible by bare eye. Pictures of the DMOSET with and without

111



CHAPTER 4. MEASUREMENTS AND RESULTS

Reverse side detection
(fully processed power MOSFET)

Top side detection
(planar test structure)

disturbed light

flawless lightetched-back reverse side

SiC substrate

SiC epitaxial layer

metal
polycrystalline silicon

SiC/SiO2
interface

SiC substrate

SiC epitaxial layer SiC/SiO2
interfaces

Figure 4.50. The left illustration shows the topside detection of light emission from the SiC/SiO2
interface, using planar MOSFETs with lateral current flow, as used by Stahlbush and Macfarlane [239]–
[241]. The emitted light can be disturbed by the topside metal/polycrystalline silicon. The right
illustration shows the backside detection used throughout this work that allows flawless detection
of light with energies below the bandgap of 4H-SiC and use of fully-processed power MOSFETs.
Adapted from [MFJ8], CC⃝ CC BY 4.0 DEED.
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light
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Figure 4.51. (a) Pictures of the DMOSET with and without being continuously switched between
on-state and off-state. (b) Light emission originating from the active area imaged with an emission
microscope. Adapted from [MFC3], © 2022 IEEE.

being continuously switched are shown in Fig. 4.51a. Humans perceive the light emission as
a whitish glow of the active area. This light emission can be easily detected by an emission
microscope (see Section 3.8). An image of the active area using an emission microscope is shown
in Fig. 4.52b. The stripe-like structure of the light emission can be assigned to the structure of
the DMOSET (see Section 1.5.1), where the channel regions are arranged in a parallel stripe-like
manner (see Fig. 4.50).
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Figure 4.52. (a) Illuminated and pseudo-color images created with an emission microscope with a
five-time magnification objective showing the backside of a 4H-SiC power DMOSET. The upper
left image shows an illuminated image, while the others show the light emission under continuous
switching between 10 V and −10 V but different switching frequencies. (b) An illuminated and a
pseudo-color image of the photon emission from a part of the active area using an emission microscope
with a hundred-time magnification objective. (c) The total photon count rate of the entire images in (a),
plotted versus the switching frequency. The dashed line indicates a linear fit. Adapted and redrawn
from [MFJ8], CC⃝ CC BY 4.0 DEED.

This is illustrated in greater detail in Fig. 4.52a. In the upper left, an illuminated image of
the backside of the power MOSFET chip is presented. A 5× magnification objective was used.
All images (1024 × 1024 pixels) of the active area of the MOSFET were created using an emission
microscope, while continuously switching the gate terminal with a square waveform between
10 V and −10 V at different switching frequencies between 50 kHz and 2 MHz. The integration
time of the charge-coupled device (CCD) varied between 1 s and 24 s and was chosen in such a
way that the CCD detector did not saturate. The background was corrected by averaging the
measured photon counts over the non-emitting area in the upper left 100 × 500 pixels and by
subsequently subtracting it from the raw data. Furthermore, the counts were then normalized
to the respective integration time. The images were ordered according to the used switching
frequency, clearly revealing a continuous increase in the light emission with increasing switching
frequency. The already mentioned stripe-like emission pattern is further illustrated in Fig. 4.52b,
showing 100× magnified images of a part of the active area – both an illuminated image and an
image of the emission under gate switching. It clearly shows the parallel channels and the light
emission originating from the same regions.

Finally, the dependence of the total detected photon emission on the switching frequency
can be calculated by summing up the contributions from all pixels. This total count rate is
plotted versus the switching frequency and shown in Fig. 4.52c. As the gate switching is the
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cause of the photon emission, it appears reasonable to assume that the measured photon flux is
proportional to the frequency, as per

dNtotal

dt
=

�
Nrise + Nfall

�× f (4.58)

where Nrise and Nfall are the number of emitted photons from the rising and falling transition,
respectively. The slope of the linear relationship is therefore the number of emitted photons
per switching period. As shown in Fig. 4.52c, the proportionality between the total count rate
and the switching frequency is well approximated by a linear relationship. However, with
increasing frequency, there is an increasingly significant deviation from the linear fit, indicating
changes in the underlying mechanisms that lead to the emission of the photons. However, it is
unclear whether only one or both types of VGS-transitions are responsible for the deviation. It
is therefore of particular importance to be able to study the light emission from the rising and
falling transitions separately.

4.4.2 Light Emission from Single Gate Voltage Transitions

Studying the light emission from the different VGS-transitions separately is possible by
using the setup based on a silicon-photomultiplier (SiPM) described in Section 3.5. Due to its
high sensitivity even to single photons, it allows to detect the light originating from single
VGS-transitions. As the setups for optical spectroscopy and time-gated optical spectroscopy
described in Sections 3.6 and 3.7, respectively, require integration over thousands to millions of
switching cycles, they are not suitable for analyzing single VGS-transitions. However, this ability
to study single transitions is particularly important to compare the light emission to electrical
measurements, such as the transient ∆Vth of the recoverable component. Indeed, it turns out
that the light emission is temporally located right at the transitions of VGS where a significant
change in the measured ∆Vth indicates the occurrence of a lot of trapping/detrapping events. As
discussed in Section 3.5, the response of a SiPM on an impinging photon is determined by the
recovery characteristic of the involved single-photon avalanche diodes (SPADs). Using a Wiener
deconvolution [325], it is possible to extract the temporal distribution of incident photons from
the measured photo current.

As already shown by Puschkarsky et al., it is exactly at the rising and falling transitions
of VGS, where the transient ∆Vth exhibits significant jumps on the order of volts [155], [231].
Consequently, there is strong trapping and detrapping of charges occurring right at these
transitions, which concurrently happens with the emission of the observed photons. This
is illustrated in Fig. 4.53a, which shows VGS, ∆Vth and the measured photo current during
continuous switching between 25 V and −13 V at a frequency of 100 kHz. The shown ∆Vth was
measured as by Puschkarsky et al. [155], [231] with a measurement delay of 1 µs. During the VH-
phase, ∆Vth is positive and gradually increases to higher values, indicating trapping of negative
charges. During the VL-phase, ∆Vth behaves in the opposite way, indicating trapping of positive
charges. Apparently, the SiPM detects photons both at the rising and falling transitions of VGS,
coinciding with significant and fast changes in ∆Vth. These jumps in ∆Vth indicate a high number
of trapping and detrapping events within a very short time. This is illustrated in more detail in
Fig. 4.53b and Fig. 4.53c, which show zoom-ins to the falling and rising transitions, respectively.
They clearly show that the strong jumps in ∆Vth and the photon emission temporally occur at
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Figure 4.53. (a) The waveforms of VGS and the photo current together with the transient ∆Vth. (b) Zoom-
in of the falling transition. (c) Zoom-in of the rising transition. Redrawn from [MFJ8].

around the same time, where the defects at SiC/SiO2 interface change their overall charge state.
The assumption that these two events have something to do with each other is thus obvious.

As discussed in Section 3.5, a SiPM consists of an array of SPADs, that are connected in
parallel. Once a single photon hits a SPAD, this creates a characteristic single photon response
r
�
t
�
. Once several cells are hit by photons within the same time frame, the photo current

is a superposition of these single photon responses. Indeed, based on a previously reported
methodology [326], it is possible to obtain the underlying temporal distribution of incident
photons r

�
t
�
. The measured output current of the SiPM s

�
t
�

is a convolution of the single photon
response and the photon distribution function added to the regular noise n

�
t
�
, as given by

s
�
t
�
=

�
p ∗ r

��
t
�
+ n

�
t
�
. (4.59)

Consequently, the calculation of the photon distribution function requires the knowledge of
the single photon response. As there is basically no difference in response due to a thermally
activated electron-hole pair and the response to a photon, the single photon response can be
measured as a single event of the random noise in the output signal. The measured single
photon response is illustrated in Fig. 4.54a. In addition to the single photon response, Equa-
tion 4.59 requires an estimate for the regular noise n

�
t
�
. It can be obtained by sampling the

first 100 ns of the single photon response of the entire time window. The problem can be solved
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Figure 4.54. (a) Single photon response of the SiPM. (b) Deconvolution of the photo current signal of
the falling transition, yielding the photon distribution p′

�
t
�
. (c) Deconvolution of the photo current

signal of the rising transition. Redrawn from [MFC3].

in frequency space using fast Fourier transformation [327]. As outlined by Bretz et al. [326], a
Wiener deconvolution [325] can be used, which yields a function

ĝ
�

f
�
=

1
r̂
�

f
� × r̂

�
f
�
r̂
�

f
�∗

r̂
�

f
�
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�∗
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f
�
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f
�∗

ŝsm
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�
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�
f
�∗ (4.60)

that fulfills

p̂′
�

f
�
= ĝ

�
f
�× ŝ

�
f
�
. (4.61)

Hereby, p̂′
�

f
�

is an estimate for p
�

f
�
, ssm

�
t
�

is the SiPM output smoothed by locally estimated
scatterplot smoothing. In a last step, an inverse Fourier transformation of p̂′

�
f
�

yields an
estimate p′

�
t
�

for p
�
t
�
. Using the result p′

�
t
�

together with Equation 4.59, the SiPM output can
be recalculated and compared to the original signal – which should agree.

The results are shown in Fig. 4.54b and Fig. 4.54c. As the raw and recalculated waveforms
match, the deconvolution was successful. The photon distributions show strongly localized
peaks of about 9 ns−1 and 12 ns−1 at the falling and rising transitions, respectively, with widths
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of less than 50 ns. It can be concluded that the photon emission consists of extremely short
“light flashes” at the rising and falling VGS-transitions. Due to its strong localization, most of
the detected photo current waveform is determined by the slow recovery of the SiPM. Another
contribution on the right hand side of the main peak might be related to correlated noise, such
as afterpulsing or delayed crosstalk [244]. These are secondary breakdown events in the SiPM
following the detection of a photon.

Note that integrating the peak of the photo current Iphoto yields the photo charge Qphoto,
which is proportional to the number of detected photons Nphoto (see Section 3.5) via

Qphoto = Iphoto
�
t
�

dt ∝ Nphoto. (4.62)

This can also be recognized by looking at Equation 4.59, which yields

Qphoto = s
�
t
�

dt =
�

p ∗ r
��

t
�

dt + n
�
t
�

dt� �� �
=0

(4.63)

=

�
p
�
t
�

dt
�

� �� �
=Nphoto

×
�

r
�
t
�

dt
�

� �� �
=Qr

, (4.64)

meaning that the proportionality factor Qr relating Qphoto and Nphoto is the integral of the single
photon response. The area of a photo current peak at a VGS-transition is therefore an excellent
measure for the number of detected photons at the respective VGS-transition.

4.4.3 Voltage Level Dependence

The ability to assign a number of photons to a single VGS-transition opens up the way to
analyze the light emission from any switching waveform using the SiPM-based measurement
setup (see Section 3.5).

As a first step, this is used with respect to the dependence on the high and low levels
VH and VL, respectively. To minimize a possible effect of continuous switching onto the trap-
ping/detrapping kinetics of the involved interface defects, short double pulses were used
for these experiments, which are shown in Fig. 4.55a and Fig. 4.55b for the rising and falling
transitions, respectively. The double pulse for the investigation of the rising transition consists
of a negative VGS-pulse followed by a positive VGS-pulse. Two emission peaks are observed,
whereby the first one is caused in interaction with the previous double pulse. Effectively, the
previous positive probe pulse serves as a positive pump pulse and the thereby trapped charges
subsequently recombine at the now negative pump pulse. Consequently, this peak can therefore
be ignored. The emission peak at the rising transition, covering the entire voltage range from
VL to VH is the emission peak of interest. The reason is outlined in a schematic illustration of
the evolution of the trapped charges and the free charges in the semiconductor. During the
VL-phase, where the MOSFET is in accumulation, the free holes in the valence band of 4H-SiC
get rapidly trapped in interface defects, leading to an increase in the trapped positive charge
at the interface. Once the MOSFET is switched to VH, thereby entering inversion, the channel
is formed and the free charge in 4H-SiC turns negative. In consequence, a lot of those channel
electrons get trapped in interface defects, building up negative trapped charge. Concurrently to
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Figure 4.55. (a) The double pulse used to measure the dependence of the light emission of the rising
transition on the voltage levels. The upper plot schematically illustrates the evolution of the positive
trapped charge, the negative trapped charge, and the free charge in the semiconductor. (b) The double
pulse used to measure the dependence of the light emission of the falling transition on the voltage
levels. The additional peak at the rising transition of the VL-pulse is assumed to be related to the
highly doped source contacts and the gate oxide, where free electrons are available at 0 V. Redrawn
from [MFJ8].

the very fast trapping of negative charges, the previously trapped holes can detrap. However,
they could also recombine with the present electrons, thereby releasing the measured photons.
The double pulse for the investigation of the falling transitions works analogously, however, the
role of electrons and holes are inverted.

For a fixed pair of VH and VL, the emission peak at the respective transition was averaged
over ten double pulses, that were separated by 1 s long periods at VGS = 0 V to guarantee almost
full recovery and return to thermal equilibrium (see Fig 4.17). After another pause of 2 s, the
measurement could then be repeated with another pair of voltage levels. Analogously to the
constant low level and constant high level technique in CP experiments (see Section 3.4), while
keeping either VH or VL fixed at 25 V and −13 V, respectively, the other voltage level is swept in
steps of 0.1 V.

Overall, this creates four curves of the measured photo charge that are illustrated in
Fig. 4.56a. These curves are very similar to typical curves of the CP current (compare to Fig. 3.7).
The two constant high level curves show a strong increase around −8 V, while the two constant
low level curves show a strong increase around 2 V. Analogously to CP experiments, these
onsets of increase can be associated with the flatband voltage (Vfb) and Vth, respectively. This can
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Figure 4.56. (a) The dependence of the measured photo charge of the rising and falling transitions
on the high and low level voltages. The fits following Equation 4.70 are indicated. (b) Impedance
measurement consisting of up and down CV and GV sweeps. The Vth and Vfb agree with the strong
onsets in photo charge in (a). Redrawn from [MFJ8].

be confirmed by comparing these curves to an impedance measurement, shown in Fig. 4.56b, in
the form of CV and conductance-voltage (GV) curves of an up sweep (corresponds to the rising
transition) and a down sweep (corresponds to the falling transition). The hysteresis observed in
the CV curve also explains the shift between the onsets of the rising and falling transitions in
Fig. 4.56a: the difference in the onsets of strong increase are due to the electrostatic impact of the
trapped charges at the interface.

In order to confirm the understanding that the trapped charge related to the recoverable
component is involved in the defect-assisted recombination creating the photon emission, the
transient ∆Vth right after the first of the two pulses was measured with a delay of 1 µs using
pristine devices that had not been opened from the backside. Assuming all the trapped charges
at the interface, the pulse-induced change in the trapped charge is proportional to ∆Vth and of
course also to the number of trapped charges ∆N via

∆Vth
�
VGS

�
= −∆Q

Cox
∝ ∆N (4.65)

where Cox is the oxide capacitance. However, as the measurement of ∆Vth is limited by the mea-
surement delay of 1 µs, a significant amount of charge might have already recovered once ∆Vth
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is measured. To compare ∆Vth with the photon emission therefore requires a few considerations,
which are presented in the following.

The Vth of the DUT is measured with the setup described in Section 3.3, which measures
Vth via a feedback loop. The applied VGS during the time Vth is measured leads to a parasitic
threshold voltage shift ∆Vpar > 0. This is illustrated in Fig. 4.57. As a result, the measured value
Vs

th,0 exceeds the real pristine value of the device via

Vs
th,0 = Vreal

th,0 + ∆Vpar. (4.66)

During the measurement delay time, it needs to be assumed that accelerated recovery after the
negative pulse is absent and that additional trapping after a positive pulse is negligible [328]. In
particular the latter can be easily justified, because ∆Vth increases with the logarithm of the stress
time and the voltage of the pulse is usually higher than Vth, which decreases the time constants
of the involved defects. This makes additional trapping during the measurement delay time
negligible, as the involved defects are already occupied. Using these approximations, it can be
concluded that the threshold voltage after positive (V+

th ) and negative pulses (V−
th ) relate to the

true threshold voltage shifts ∆V+
th and ∆V−

th via

V+
th = Vreal

th,0 + ∆V+
th and (4.67)

V−
th = Vreal

th,0 + ∆Vpar + ∆V−
th. (4.68)

Consequently, the Vth measurement after negative pulses contains an additional contribution
∆Vpar, which is the same as the one arising in the measurement of the pristine value Vs

th,0 in
Equation 4.66. As ∆Vth is proportional to the change in trapped charge (see Equation 4.65) and
as the photon emission should be proportional to the change in trapped charge, it is assumed
that the true threshold voltage shift relates to the photo charge via""∆Vth

�
VGS

�"" ∝ Qphoto
�
VGS

�
. (4.69)

This can be expressed in a generalized way as per

Qphoto
�
VGS

�
= Cs

""Vth
�
VGS

�− V0,s
"", s ∈ �

+,−�
, (4.70)

where s indicates whether the measurement was conducted after a negative or positive pulse,
corresponding to the rising and falling transition, respectively. Furthermore, Cs is the propor-
tionality factor and V0,s incorporates the impact of the parasitic contribution ∆Vpar in Vth after a
negative pulse. Relating Equations 4.70, 4.67, and 4.68 leads to the following relations for V0,s.

V0,+ = Vreal
th,0 (4.71)

V0,− = Vreal
th,0 + ∆Vpar (4.72)

Parameter Positive pulse (+) Negative pulse (−)
Cs [nC V−1] 0.428 9.499

V0,s [V] 1.973 4.953
Table 4.4. Parameters of Equation 4.70 yielding the fit shown in Fig. 4.56a. Redrawn from [MFJ8].
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Fitting Equation 4.70 to the four curves in Fig. 4.56a yields excellent agreement with the
use of only four parameters, listed in Table 4.4. According to these four parameters, the real
threshold voltage is Vreal

th,0 = 1.973 V and the parasitic contribution is given by ∆Vpar = 2.98 V.
As stated by Equation 4.66, a measurement of the pristine value should correspond to the
fitting parameter V0,−. A separate measurement yields Vs

th,0 = 4.996 V, meaning that the fitting
parameter deviates < 1 % from the measured value. Besides that, Vreal

th,0 agrees well with the
threshold voltage observed in the CV curve of Fig. 4.56b. These two observations and, above
all, the fit in Fig. 4.56a suggest that the above outlined considerations regarding the relation
between threshold voltage measurement and photon emission are valid and that the transient
∆Vth is indeed related to the observed photon emission. The observed radiative defect-assisted
recombination is related to the recoverable component, which is the transient ∆Vth.

4.4.4 Field-Effect-Based Pump-Probe Scheme

As presented in the previous section, there seems to be a clear relation between the photon
emission and the measured ∆Vth, whereby the relation is mediated by the trapped charge.
During the positive pulse, electrons are trapped in interface defects and subsequently recombine
with holes from the valence band, once the MOSFET is switched down into accumulation. The
opposite occurs upon a negative pulse, during which holes are trapped in interface defects that
subsequently recombine with electrons from the channel, once the MOSFET is switched into
inversion.

This relation was confirmed by varying the voltages of the used double pulses. In a next
step, an additional period of time at VGS = 0 V is introduced, that separates the two pulses
from each other. The associated transitions and potential energy curves (PECs) are presented
in Fig. 4.58. During the recovery period tr, the previously trapped charge carriers have now
the opportunity to recover during the time at VGS = 0 V, which means they can be emitted
back via an non-radiative multiphonon (NMP) transition to the band from which they were
originally captured. This recovery path opens up because the electric field shifts the PEC of
the state of the electron/hole being in the conduction/valence band to lower energies, thereby
lowering the emission activation energy (see Section 2.1.2). Consequently, during the recovery,
the occupancy of the charged defect state gradually decreases. Once the second pulse is then
applied to the MOSFET switching it with opposite polarity of the first pulse, the radiative path
of recombination opens up only for those charge carriers being trapped in the defect state.
Finally, once the charge carriers have recombined, vibrational relaxation of the involved defects
is expected, but cannot be measured directly.

The corresponding measurement scheme is shown in Fig. 4.59a and Fig. 4.59b for the
falling and rising transition, respectively. Indeed, the principle of this measurement scheme is
similar to pump-probe spectroscopy as frequently used in photonics and solid state physics to
detect the response of optical observables after an out-of-equilibrium excitation with a second
excitation [329]. In pump-probe spectroscopy, these are the pump and probe laser pulses. In
contrast to that, the corresponding pulses here are a 1 µs-long pump and a 1.6 µs-long probe VGS-
pulse. Depending on its polarity, the pump pulse triggers capture of either holes or electrons from
the valence and conduction band, respectively, and after a defined recovery time tr, the probe
pulse provides the opposite type of charge carrier at the interface to trigger their recombination.
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Redrawn from [MFJ8].

The change in trapped charge should therefore correlate to the photo charge as per

Qphoto
�
tr
�

∝
""∆Q

�
tr
�"". (4.73)
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As extensively discussed in Section 4.2, the charge trapped during the pump pulse leads to a
transient ∆Vth that recovers during the recovery time, which is also related to the change in the
trapped charge via

∆Vth
�
tr
�
= −∆Q

�
tr
�

Cox
. (4.74)

If the understanding of the light emission, its relation to the trapped charge and thus also to
∆Vth are correct, apparently, the measured number of photons after a certain recovery time
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Figure 4.60. (a) Photo current peaks after a 25 V pump pulse for different recovery times. (b) Photo
current peaks after a −13 V pump pulse for different recovery times.

between the two pulses should then correlate to the transient ∆Vth after the same recovery time.
As shown in Fig. 4.59a, there are three emission peaks in an experiment with a positive pump
pulse. The first one originates from the previous probe pulse, the second peak is the peak of
interest within the pump-probe scheme, and the third peak is equally monitored as the second
one. Although the origin of the third peak is unclear, it might originate from the overlap region
of the gate oxide and the highly doped source regions, where electrons are probably already
available for recombination at VGS = 0 V. Analogously, Fig. 4.59b shows the three emission
peaks in an experiment with a negative pump pulse. Here, the negative pump pulse has now
the two peaks at its falling and rising transition and the probe pulse has the peak of interest for
the pump-probe measurement.

For each pump pulse polarity, three pump pulse voltages were used. The probe pulse
always had the opposite polarity of the pump pulse and had either a voltage of 25 V or −13 V to
assure full inversion or accumulation during probing, respectively. The recovery time was varied
on a logarithmic time scale between 1 ns and 1000 s. Hereby, 1 ns refers to a direct transition. This
finite time is assumed because also a direct transition must exhibit some kind of recovery during
the transition. As the transition time is 50 ns, a small fraction of it appears to be a reasonable
choice. Each pump-probe measurement of a certain recovery time is separated to the next
measurement by a recovery time of 120 s at zero bias to allow the device to return to the thermal
equilibrium close to its pristine state. As outlined in Section 4.2.1, the choice of this time is
indeed appropriate.

The photo current measurements of the various recovery times are shown in Fig. 4.60a and
Fig. 4.60b for positive and negative pump pulses, respectively. For both pulse polarities, the
photo current peaks evidently show a significant decrease of the light emission with increasing
recovery time. As outlined in Section 4.4.2, integrating the photo current peak of each transition
yields the photo charge associated with the respective recovery time, which yields the number of
emitted photons upon division by the integrated single photon response. The resulting number
of emitted photons is shown for all positive pump pulses in Fig. 4.61a and for all negative pump
pulses in Fig. 4.61b. As already pointed out, for the positive pump pulses in Fig. 4.61a, it needs
to be distinguished between the photo current peaks at the rising and falling transition of the
probe pulse, whereby the latter is of greater interest for the discussed physics. Indeed, the rising
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Figure 4.61. (a) Number of photons emitted at the probe pulse using three different positive pump
pulse voltages. The photons emitted at the rising transition of the probe pulse is independent of the
recovery time, whereas the number of photons emitted at the falling transition of the probe pulse
decreases with the recovery time. (b) Number of photons emitted at the probe pulse using three
different negative pump pulse voltages. Redrawn from [MFC3].

transition of the negative pump pulse shows only a minor or even negligible dependence on the
recovery time – this would agree with its interpretation as recombination at the overlap regions
underneath the gate oxide. In contrast to that, the falling transition shows a clear decrease in the
number of emitted photons over time and roughly follows a straight line in a double logarithmic
plot. Apparently, the differences between the different pulse voltages is mainly located between
the direct transition and a recovery time of 1 µs. Within the noise of the measured number of
photons, these curves otherwise agree reasonably well. As there is only a single photo current
peak at the probe pulse for a negative pump pulse (see Fig. 4.59b), Fig. 4.61b shows only the
number of photons emitted at the rising transition of the probe pulse. Again, the decreasing
number of photons with increasing recovery time follows roughly a power law in a double
logarithmic plot.

In order to relate the number of emitted photons to the transiently trapped charge at
the SiC/SiO2 interface, the recovery of ∆Vth is measured after the application of the same
pump pulses as used for the optical pump-probe measurements. The minimum possible mea-
surement delay is the lowest recovery time. As long measurements of Vth can cause more
quasi-permanently trapped charge, the maximum measured recovery time is 120 s. Additionally,
to let the device return to its pristine state in thermal equilibrium, the measurement of the
recovery curves were separated by 103 s. Fig. 4.62a shows the measured recovery curves for the
three positive pump pulse voltages. As usually expected, the higher the pump pulse voltage,
the higher the observed ∆Vth. Dashed lines indicate that the measured recovery curves roughly
follow a power law dependence. Analogously, Fig. 4.62b shows the recovery curves measured
with negative pump pulse voltages. In contrast to the positive pump pulses, here, the pump
pulse voltage has a minor impact on the observed ∆Vth.

As a last step, the number of emitted photons is plotted versus ∆Vth for the different
recovery times of a certain pump pulse. Fig. 4.63a and Fig. 4.63b show these plots for positive
and negative pump pulses, respectively. For positive pump pulses, the number of emitted
photons increases with increasing ∆Vth and dashed lines indicate a linear relation between the
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Figure 4.63. (a) Number of emitted photons versus ∆Vth for different recovery times in a pump-probe
experiment with positive pump pulses. Dashed lines indicate a linear correlation. (b) Number of
emitted photons versus ∆Vth for different recovery times in a pump-probe experiment with negative
pump pulses. Dashed lines indicate a linear correlation. Redrawn from [MFC3].

two quantities. Interestingly, for a fixed ∆Vth, the number of emitted photons increases with
decreasing pump pulse voltage. This indicates that not all defects that get charged during the
pump pulse can contribute to the light emission. However, similar considerations as for the
measurement of the voltage level dependence in Section 4.4.3 regarding a parasitic contribution
∆Vpar apply. Compared to the voltage level dependence, this is more complicated because ∆Vpar

now depends on the recovery time. Due to the measurement of the Vth recovery at VGS = Vth, the
difference between the optical measurement and the Vth measurement becomes more significant
with increasing recovery time. For negative pump pulses, the number of emitted photons
increases with

""∆Vth
"" and equally shows a clear correlation between the two quantities. Overall,

this clearly confirms the postulated mechanism and clearly relates the emitted photons to the
transient ∆Vth, which is nothing else than the recoverable component of BTI.
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Figure 4.64. (a) Stress scheme with increasing length of a positive pump pulse. (b) Recovery scheme to
measure the recovery of the light emission following the stress scheme in (a). (c) The photo charge shift
versus the stress time, measured with the stress scheme in (a). A power law fit and the corresponding
1σ prediction interval (PI) are indicated. (d) The photo charge shift versus the recovery time, measured
with the recovery scheme of (b). Redrawn from [MFJ8].

4.4.5 Impact of Extended Gate Stress onto the Photon Emission

It remains to be tested whether not only the recovery behavior of the transient ∆Vth is
correlated to the light emission, but also its stress dependence. The longer the pump pulse,
the more charges should get trapped and be available for recombination. The corresponding
measurement or stress scheme is illustrated in Fig. 4.64a. In this experiment, the pump pulse
voltage is 25 V and the probe pulse voltage is −13 V. While investigating the impact of the pump
pulse length, only direct transitions are used, meaning no recovery periods are in between the
pump and the probe pulse. The probe pulses have a constant length of 1 µs, while the length of
the pump pulse increases from 1 µs up to 103 s. After the last probe pulse, the recovery behavior
is investigated by introducing recovery phases at VGS = 0 V in between several double pulse
measurements consisting of 1 µs pump and probe pulses with direct transitions. This recovery
scheme is illustrated in Fig. 4.64b. The recovery time ranges from 9 µs up to 787 s.

In this context, a stress time ts = ti − t0 is defined, which is the length of the time periods of
positive bias ti with respect to the very first double pulse of length t0 = 1 µs. The photo charge
shift ∆Q = Qi − Q0 (Q0 = 1.14 nC) versus the stress and recovery time is shown in Fig. 4.64c
and Fig. 4.64d, respectively. Apparently, the photo charge shift increases with increasing stress
time and very roughly follows a power law with a power law exponent n = 0.062, as per

∆Qi ∝
�
ti − t0

�n. (4.75)
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Figure 4.65. The photo charge shift versus the measured ∆Vth. A linear fit together with the 1σ

prediction interval (PI). Redrawn from [MFJ8].

This approximate power law dependence is a typical signature of BTI, as the trapped charge
increases with increasing stress time. However, there is no notable dependence on the recovery
time. This indicates that those defects that are involved in the radiative recombination recover
completely, once a probe pulse is applied. There is simply no charge left, which is why the photo
charge shift returns to zero and stays independent of the recovery time.

In order to correlate the photo charge shift to the transient ∆Vth, the same measurement
as illustrated in Fig. 4.64a is conducted, however, with the feature of a measurement of ∆Vth

in between the pump and probe pulses with a measurement delay time of 1 µs. Nonetheless,
there was a period of time of 10 µs at 0 V following the Vth measurement. This period of time
created unintentionally could not be avoided, but its influence on the transient ∆Vth is negligible.
Strikingly, there is a clear correlation between the measured ∆Vth and the measured photo charge
shift, including features such as a strong increase up to 10−3 s and a saturation above 1 s. The
correlation between the two quantities is further illustrated in Fig. 4.65. Indeed, this correlation
features a Pearson correlation coefficient of 0.96.

4.4.6 Optical Spectroscopy

So far, the light emission has been characterized using the measurement setup described in
Section 3.5, which is based on a SiPM. However, this setup did not provide any information on
the spectral distribution in terms of wavelength or energy of the emitted photons. Initially, this
distribution was measured with the setup described in Section 3.6.

As this work deals with the kinetics of defects at the SiC/SiO2 interface, the spectrum of the
emitted photons is more important in the form of a distribution in energy E – not in wavelength
λ. As a spectrometer provides a distribution in wavelength, this spectrum I

�
λ
�

needs to be
converted into energy space using a Jacobian transformation

I
�
E
�
= I

�
λ
�"""" dλ

dE

"""" = I
�
λ
� hc

E2 , (4.76)

where h is the Planck constant and c is the speed of light [330]. The raw emission spectrum is
shown in Fig. 4.66a. Due to the rather low light intensity, the spectrum had to be measured
over an integration time of 40 s during continuous switching of the gate terminal between 20 V
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Figure 4.66. (a) Emission spectrum of a DMOSET obtained by integrating over 40 s of 1 MHz,
20 V/−10 V continuous switching. (b) Spectral data from (a) converted to energy space with (w/ JT)
and without (w/o JT) using a Jacobian transformation.

and −10 V at 1 MHz. The impact of the Jacobian transformation on the shape of the emission
spectrum is illustrated in Fig. 4.66b. One of the shown spectra is just plotted versus energy
instead of wavelength and the other spectrum was obtained using a Jacobian transformation.
Although the impact onto the peak positions is rather small, the peak shape and in particular the
peak intensities are affected. Consequently, the Jacobian transformation is particularly important
for the relative peak intensities distributed in this case over a wide range of photon energies.

Furthermore, the emission spectrum contains energies between 1.4 eV and 3.0 eV. It is to note
that the considered range of photon energies is located below the bandgap of 4H-SiC (3.26 eV, see
Section 1.2). No significant band-to-band luminescence could be observed. Consequently, all the
observed emission peaks must be related to point defects that assist electron-hole recombination.

Most interestingly, the emission spectrum exhibits several peak-like features. Indeed, it
turned out that the total emission spectrum can be fitted by a set of emission peaks. A few types
of lineshape functions were tried, including Lorentzian [205], Voigt [331], [332], and Gaussian
functions [333]. Both Voigt and Gaussian functions can fit the observed spectrum well, whereby
it needs to be noted that the Voigt profile is a convolution of a Gaussian and a Lorentzian. As
the Lorentzian being the natural lineshape [205] does not fit the transitions in the observed
emission spectrum, the emission peaks seem to involve significant broadening, probably both
thermal broadening and broadening induced by distributed trap levels at the SiC/SiO2 interface.
At temperatures where kBT is significantly higher than the energy of involved phonons the
lineshape of a transition is typically a Gaussian profile [334]. In addition to that, trap levels are
typically assumed to be Gaussian distributed. A fit of the emission spectrum with ten Gaussian
profiles following

I
�
E
�
=

10

∑
i=1

Ai exp
�
−
�
E − pi

�2

2σ2
i

�
(4.77)

is presented in Fig. 4.67a. The obtained parameters from Equation 4.77 are listed in Table 4.5.
Apparently, the energetic positions of the emission peaks provide valuable information on

the underlying defects, involved in the recombination process. Theoretical studies employing
DFT with a hybrid exchange functional yielded charge transition levels (CTLs) of various
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Figure 4.67. (a) Fit of emission spectrum with ten Gaussian lineshape functions. (b) Assignment of
charge transition levels (CTLs) from literature studies based on DFT calculations [335], [336] to the
experimentally obtained peak energies from (a). Redrawn from [MFJ8].

Index i pi (eV; nm) FWHM (meV) Ai Defect candidate
1 1.57; 789 180 0.51 (C–C)′, (Ci)C, (C–C) VB
2 1.65; 750 97 0.61 (C–C)′, (Ci)C, (C–C) CB
3 1.82; 682 91 0.68 Ni=Ni VB
4 1.91; 651 120 0.98 Ni=Ni VB
5 2.03; 611 80 0.58 (Ci)C, (C–C) CB
6 2.12; 586 119 1.00 (Ci)C, (C–C) CB
7 2.32; 534 159 0.85 Ni=Ci VB
8 2.42; 512 79 0.59 Ni CB
9 2.54; 488 145 0.70 (C–C)′, (C–C) VB

10 2.79; 445 166 0.17 (C–C)′, (C–C) VB
Table 4.5. Parameters of spectral fit according to Equation 4.77. VB indicates recombination in interac-
tion with the valence band, whereas CB indicates interaction with the conduction band. The listed
defect candidates were taken from Deák et al. [335] and Devynck et al. [336]. Redrawn from [MFJ8].

defect candidates [335], [336]. Each experimentally obtained emission peak gives rise to two
CTLs depending on whether the recombination process occurs in interaction with the valence
or conduction band. A comparison between some of the theoretically calculated CTLs from
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Figure 4.68. (a) Schematic illustration of recombination occurring at the falling (left schematic) and ris-
ing (right schematic) transitions, respectively. At the falling transition, during the VH-phase, electrons
get captured in defects. While most charges get emitted back to the conduction band (CB), a fraction
of these trapped electrons recombine with accumulated holes from the valence band (VB) once VGS

changes to VL. At the rising transition, the roles of electrons and holes are inverted. (b) Configuration
coordinate diagrams corresponding to (a). Redrawn from [MFJ8].

literature and the experimentally obtained CTLs is presented in Fig. 4.67b, which are in excellent
agreement. First, it is to note that the assignment is not unique but rather leads to the conclusion
that there are indeed defects that fit the experimentally observed properties. Second, it needs
to be considered that the theoretical CTLs are obtained by single-particle excitations within
the Kohn-Sham picture [337]. Taking into account lattice vibrations or collective electronic
excitations could lead to significant deviations from those values and hence also explain partial
disagreements. Such studies would have to include electron-phonon coupling or solving the
Bethe-Salpeter equation [338]. However, such investigations have not yet been performed for
the SiC/SiO2 interface.

Based on the results presented so far, the understanding of the light emission caused by
electron-hole recombination via interfacial point defects is summarized in Fig. 4.68a and agrees
with the understanding previously established by Macfarlane and Stahlbush [239]. Essentially,
at the falling VGS-transition, electrons trapped during the time in inversion recombine with
accumulated holes from the valence band, whereas at the rising VGS-transition, holes trapped
during the time in accumulation recombine with inversion electrons from the conduction band.
These recombination events lead to the emission of a photon. The corresponding configuration
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coordinate diagrams are illustrated in Fig. 4.68b. Note that the trapping processes that precede
the recombination event are ordinary NMP transitions and there is also the possibility that the
trapped charge can be emitted back to the band from which it originally came from – which was
investigated by the presented pump-probe-scheme. The trapped charges give rise to a transient
∆Vth that could be correlated to the light emission while the energies in the emission spectrum
provide information on the CTLs of the involved defects.

However, it is to note that this spectral analysis is only based on an emission spectrum that
was measured over a long integration time, which means that this spectrum is a superposition
of both the emission spectra from the rising and the falling transitions – there was no way to
distinguish between these two contributions using the setup for ordinary optical spectroscopy
described in Section 3.6. This was tackled by employing time-gated optical spectroscopy which
is presented in the next section.

4.4.7 Time-Gated Optical Spectroscopy

The contents of this section were accepted for publication in Physical Review Applied [MFJ2].
As pointed out in the previous section, the setup for optical spectroscopy described in

Section 3.6 cannot distinguish between the light emission occurring at the rising and falling
transitions, respectively. Up to here, this distinction between light emission caused at rising and
falling transitions was only possible by measuring the light emission with the highly sensitive
SiPM-based setup described in Section 3.5. However, the SiPM-based setup does not have
spectral resolution.

In order to detect enough photon counts for good statistics and consequently a good signal-
to-noise ratio, optical spectroscopy requires integrating over a certain number of VGS-transitions.
The only possibility to introduce time resolution and be able to only detect the light emission
from a certain time window within a VGS switching period, is to introduce time-gating of the
spectral detection. The setup used here, which is based on an intensified charge-coupled device
(ICCD), was described in detail in Section 3.7.

Again, fully-processed n-channel 4H-SiC power MOSFETs were used – exactly the same
type as in the previous sections. However, for time-gated spectroscopy, the backside metalliza-
tion of the drain terminal was removed in such a way that some contact to the highly n-doped
substrate remained functional. The CV characteristics of devices with and without a residual
drain contact are compared with the characteristic of a pristine device, which was not opened,
in Fig. 4.69. The difference between the pristine device and the opened device with remaining
drain contact is minor, making this preparation method an excellent choice for studying fully-
processed devices. All experiments were performed at room temperature. The trusted energy
region obtained by the calibration procedure described in Section 3.7.1 is marked in spectral
plots with a grey background. As described in Section 4.4.6, the spectral data was transformed
from wavelength space to energy space using a Jacobian transformation [330].

Rising Versus Falling Transition

As already pointed out and illustrated in Fig. 4.68, the mechanisms of defect-assisted
electron-hole recombination occurring at the rising and falling transitions are expected to differ
significantly – which is why there is substantial interest to use time-gated spectroscopy to
separate these two spectra. They superimpose to the total light emission spectrum presented
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Figure 4.69. (a) CV curves of a pristine device (fully-packaged, not opened) and a opened device
without residual drain contact measured using a small-signal frequency of 1 kHz. (b) CV curves
of a pristine device (fully-packaged, not opened) and a opened device with residual drain contact.
Redrawn from [MFJ2].

in Section 4.4.6. Fig. 4.70a shows the VGS signal used to continuously switch the gate terminal
between 15 V and −15 V at a frequency of 500 kHz with a duty cycle of 50 % using transition
times of 50 ns. As explained in Section 3.7, there is a trigger signal that operates the gate
switching, whereby VGS has a delay of 50 ns with respect to the trigger signal. The gate delay
was set to 25 ns, which means that the intensifier of the ICCD is turned on 25 ns before VGS is
switched. Subsequently, the light is detected over a gate time window of 1 µs, which covers
half of the period of the VGS signal. The ICCD returns a feedback, indicating at which time the
intensifier is turned on and allows the light to pass to the CCD. As illustrated in Fig. 4.70a, the
gate time window can be set in such a way that it starts either 25 ns after the rising or the falling
transition of the trigger signal.

This allows to separate the light emission during the rising and falling transitions, which
is illustrated in Fig. 4.70b. It shows the emission spectra obtained by either detecting the light
from the rising or the falling transition using the 500 kHz switching waveform between 15 V and
−15 V presented in Fig. 4.70a. The spectrum of the rising transition covers a significantly broader
range of energies up to 3.0 eV, whereas the spectrum of the falling transition only reaches up to
around 2.65 eV. Besides these two spectra, another measurement was conducted using a gate
time window of 2 µs covering the full VGS period. As a consistency check, summing up the
contributions from the rising and the falling transitions and comparing the result with the light
emission measured over the full period yields good agreement. The two emission spectra of the
rising and the falling transitions indeed constitute the total light emission observed from the SiC
MOSFET.

Besides the light emission caused at the SiC/SiO2 interface, which is illustrated in Fig. 4.71a,
applying a positive bias to the source terminal (VDS < 0) with respect to the drain terminal,
while keeping the channel closed, leads to electron-hole-recombination at the forward biased
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Figure 4.70. (a) VGS signal, trigger signal, and the feedback from the ICCD of an experiment that
allows to separately detect the light from the rising and falling transitions. (b) The corresponding
spectra from (a) and from a measurement with a gate time window covering the full VGS period.
The calculated sum of the spectra of the rising and falling transitions is also indicated. Redrawn
from [MFJ2].

body diode [339]–[343]. This is illustrated in Fig. 4.71b. The associated recombination occurs
predominantly in the bulk 4H-SiC crystal of the MOSFET. Depending on VGS, the channel
can conduct a certain share of the current. If it is open, VDS decreases and the entire current
is conducted via the channel and not via the body diode. Here, VDS is set in such a way that
a constant current of 40 mA is forced and the emission spectrum was measured for several
values of VGS in the range of −12 – 7 V. The resulting spectra are shown in Fig. 4.71c. Except
for the overall intensity, the spectrum does not depend on VGS. The intensity in the form of the
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Figure 4.71. (a) Schematic illustration of the DMOSET and its light emission upon gate switching.
(b) Schematic illustration of the DMOSET and its light emission and internal current paths upon a
forward biased body diode at a constant current of 40 mA. The share of current through the body
diode depends on the conductance of the channel, and therefore on VGS. (c) The emission spectra
obtained by forward biasing the body diode of the DMOSET in (a) for different VGS. The labels indicate
the assignment of the two emission peaks to two types of donor-acceptor-pair (DAP) recombination,
that is discussed in Section 4.4.7. (d) Integrated counts of the emission spectra from (c). Redrawn
from [MFJ2].

integrated emission spectrum is shown in Fig. 4.71d as a function of VGS. Only if the channel is
closed completely, corresponding to VGS < −1 V, the body diode is forward biased and thus
exhibits electron-hole recombination that leads to the observed light emission. The spectrum
covers predominantly higher energies in the range of 2.0 – 3.0 eV, which appears as a blueish
glow of the active area. As the characteristic in Fig. 4.71d depends also on Vth, detecting the light
emission can be used for temperature and current sensing or condition monitoring [339]–[343].
Here, this emission spectrum serves for comparison to the emission spectra obtained from the
SiC/SiO2 interface via gate switching. Note that the body diode is shortened during the gate
switching experiments, which is why light emission from the body diode should be absent.

This comparison between the emission spectrum of the body diode and the spectra from
the rising and falling transitions is shown in Fig. 4.72. Furthermore, this figure illustrates the
extraction of two spectral components, which will play an important role in the following consid-
erations. Scaling down the emission spectrum of the falling transition reveals that this emission
seems to equally exist in the emission spectrum of the rising transition. This scaled emission
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Figure 4.72. Emission spectra of the rising and falling transitions and the forward biased body diode.
The red (spectrum of the falling transition scaled by a factor c = 0.52) and the blue components
(difference between the spectra of the rising transition and the scaled falling transition) are also
indicated. Importantly, the blue component agrees with the emission of the forward biased body
diode. Redrawn from [MFJ2].

spectrum of the falling transition is now defined as the “red component”, whereby its name
is based on its spectral location and the associated human-perceived color (red: 1.6 – 2.0 eV).
Subsequently, this scaled emission spectrum from the falling transition can be subtracted from
spectrum of the rising transition, which yields the “blue component” (blue: 2.5 – 2.8 eV). Interest-
ingly, the blue component agrees well with the emission spectrum of the body diode.

In summary, the emission spectra of the rising and falling transitions are basically composed
of two fractions: the red and blue components. The red component occurs at both the rising
and falling transitions, whereas the blue component occurs solely at the rising transition and
is comparable to the emission spectrum of the body diode. Consequently, the last step of the
total mechanism leading to recombination associated with the red component seems to be the
same for the rising and the falling transitions, whereas the mechanism associated with the blue
component is suppressed at the falling transition. In the following, the behavior of these two
spectral components is studied separately under different switching conditions to investigate
the origin and underlying mechanisms.

The Red Component

The red component exhibits a very interesting conspicuousness: almost all its emission
peaks seem to be equally spaced in energy. Equal spacing in energy hints towards an underlying
harmonic PEC (see Section 2.2). This originates from transitions from a vibrational ground state
of an excited electronic state to the different vibrational eigenstates of an electronic ground state.

As explained in detail in Section 2.2, the emission spectrum of such a configuration is given
by

I
�
Eph

�
∝ ∑

m,n
ω3

ph

""�ϕ2
m
""ϕ1

n
�""2L

�
Eph, Emn, σmn

�
. (4.78)

This equation basically depends on eight parameters, whereby four of them describe the two
harmonic potentials of the two electronic states (∆E21, h̄ω1, h̄ω2, ∆q) and another four describe
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Figure 4.73. (a) The model of the red component based on transitions from the vibrational ground
state of an excited electronic state 2 to the vibrational eigenstates of the electronic ground state 1,
leading to equally spaced emission peaks in energy. (b) The spectrum of the red component fitted
with Equation 4.78, which results from the model illustrated in (a). Redrawn from [MFJ2].

the broadening effects (σ1, σ2, σ∆E, ∆EL). Typically, this can be reduced down to six parameters
by assuming that ω := ω1 = ω2 and σ := σ1 = σ2 [197], [344]–[346]. The absolute position of
the comb of emission peaks is determined by ∆E21, whereas their spacing is determined by h̄ω.
The peak intensities are determined by ∆q, which is directly linked to the Huang-Rhys factor
(HR-factor) S =

�
1/2

��
∆q

�2. Independently from that, the three parameters σ, σ∆E, and ∆EL

are only related to the broadening of the transition peaks. The model is illustrated in Fig. 4.73a.
For the excited electronic state (state 2), only the vibrational ground state is considered. As the
spacing between the peaks is about twice as large as the energy of the highest phonon mode in
4H-SiC, the occupation probability of any excited vibrational state is negligible (see Section 1.3.4).
In contrast to that, for the electronic ground state, the lowest five vibrational states are taken
into account.

Based on Equation 4.78, this model was fitted to the red component in the energy range
above 1.77 eV. The resulting fit is illustrated in Fig. 4.73b and the obtained parameters of the fit
are listed in Table 4.6. The fit comprises the lowest four transitions n = 0 – 3. By extrapolating it
to lower energies, it can even predict the fifth transition n = 4 with good agreement. However,
it does not predict the peak around 1.55 eV. This additional peak is indicated in Fig. 4.73b and
can potentially be assigned to the EH6/7 center [MFJ9]. The fit yields a zero-phonon line (ZPL)
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Parameter Value 95 % confidence interval
∆E21 2.526 eV 2.525 – 2.527 eV
h̄ω 220.0 meV 219.6 – 220.4 meV
∆q 3.109 3.089 – 3.129
σ 0 meV –

σ∆E 67.43 meV 67.18 – 67.67 meV
∆EL 2.095 meV 1.175 – 3.016 meV

Table 4.6. Defect parameters of the red component based on the model shown in Fig. 4.73a. Redrawn
from [MFJ2].

of 2.53 eV and the spacing of the emission peaks is h̄ω = 220 meV. Both the standard deviation
σ of h̄ω and the full width at half maximum (FWHM) of the Lorentzian lineshape ∆EL are
negligibly small. The broadening of the radiative transitions is therefore dominated by σ∆E,

which corresponds to a FWHM = 2
�

2 ln
�
2
�
σ∆E = 158 meV. This broadening of ∆E21 originates

from broadening of the two involved CTLs. Assuming equal standard deviations for both of the
involved CTLs, each FWHM would be 112 meV. Apparently, the model does only contain relative
information regarding the two electronic states 1 and 2. Under the assumption that the two CTLs
were centered within the bandgap of 4H-SiC, the CTLs would be

�
EG − ∆E21

�
/2 = 0.36 eV

away from the conduction and valence bands, respectively.
A very important experimental observation is that the red component occurs at both the

rising and the falling transitions. It suggests that the underlying recombination processes are
identical. This seems to conflict with the previous understanding that the recombination at the
rising transition occurs in interaction with electrons from the conduction band and at the falling
transition with holes from the valence band (see Fig. 4.68). Assume the red component would
be caused by the recombination of a trapped hole with an electron from the conduction band,
this would mean that the recombination could not occur at the falling transition. The reason
would be that the electron in the conduction band would have already disappeared once the
MOSFET is switched into accumulation and a hole gets trapped with which the electron in the
conduction band could subsequently recombine. The same argumentation would hold for a
trapped electron that would recombine with a hole in the valence band. The red component
could occur only at one of the two transitions – not at both of them. Consequently, the red
component must be caused by a sort of donor-acceptor-pair (DAP) recombination, which means
that the red component is caused by recombination between two trapped charge carriers. This is
illustrated in Fig. 4.74a. For both the rising and falling transition, the recombination occurs from
an overall neutral state (A−/D+) to a state (A0/D0). The difference between the rising and the
falling transitions is the order of charging either the donor D+ or the acceptor A− state first. It is
important to note that this does not conflict with all the previous observations from Section 4.4.
For instance, the relation to the transient ∆Vth caused either by the charge stored in the acceptor
state or in the donor state would still hold. The only difference is that two NMP transitions for
charging both the acceptor and the donor state are required prior to the recombination of the
involved charges.

The Blue Component

As shown in Fig. 4.72, the blue component agrees well with the emission spectrum of the
forward biased body diode. As the light emission of the body diode is predominantly created in
the bulk 4H-SiC crystal, it is reasonable to conclude that the blue component must be assigned
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Figure 4.74. (a) Schematic illustration of the processes involved in the mechanism creating the red
component. (b) The impact of absorption in bulk n-doped 4H-SiC on the blue component and a
schematic illustration of the processes involved in the mechanism creating the blue component.
Redrawn from [MFJ2].

to defects that exist both at the 4H-SiC/SiO2 interface and in the bulk crystal. Bulk defects in
4H-SiC have been thoroughly studied in the past, which tentatively allows to assign the light
emission of the blue component to DAP transitions. As illustrated in Fig. 4.71c, the emission
peak around 2.5 eV is assigned to DAP recombination between the D-center as an acceptor and
a donor-defect EK2, that were identified by deep-level transient spectroscopy (DLTS) in the
past [347], [348]. Besides that, this peak could contain contributions from Z1/2 centers [349].
Furthermore, the emission peak around 2.8 eV could be assigned to DAP recombination between
nitrogen and aluminum dopants [347], [350], but might also contain contributions of D1-center
related recombination [MFJ9], [351]. However, it is to note that the blue component in the
presented experiments behaves more like a donor-like defect close to the valence band. This is
illustrated in Fig. 4.74b and is predominantly based on the observations that the blue component
solely occurs at the rising transition and the presented dependence on the transition times (see
Section 4.4.7). However, this behavior might also be caused by very short trapping/detrapping
time constants of the acceptor state close to the conduction band.

Independent of the discussion on its origin, the blue component might be prone to absorp-
tion in the n-doped 4H-SiC bulk crystal, which is created by a transition from the nitrogen
dopants to a higher state in the conduction band, which was investigated by Weingärtner et
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Figure 4.75. Emission spectra of the rising and falling transition obtained by the constant low level
(VL) technique. The spectra of the rising transition were separately fitted by a superposition of the red
and blue components, whereas the spectra of the falling transition were fitted with the red component
only. Redrawn from [MFJ2].

al. [323]. Based on fitting the absorption peak presented by Weingärtner et al. with a Lorentzian-
shaped absorption peak, the impact on the blue component can be estimated for different
n-doping concentrations. According to Weingärtner et al., the peak absorption coefficient α is
given by α

�
cn
�
= α0 +

�
κ × cn

�
, with κ = 3.6 × 10−17 cm2, α0 = 2.4 cm−1, and cn as the n-type

nitrogen doping concentration. The light intensity is related to the thickness d of the 4H-SiC
layer by the Bouguer-Lambert-Beer law [352]–[354] following

I
�
Eph, d

�
= I0 exp

�−α
�
Eph

�
d
�
, (4.79)

where I0 is the light intensity before being exposed to the absorption of the layer. As the
approximate thickness d = 185 µm of the 4H-SiC layer is known, the impact of this absorption
profile can be estimated for different effective doping concentrations. This is illustrated in
Fig. 4.74b. Although the impact is probably rather minor, it is to note that the absorption peak
coincides with a valley in the emission spectrum of the blue component.

Voltage Levels

As already discussed in Section 4.4.3, the dependence of the light emission on the voltage
levels is essential to deepen the understanding of the underlying mechanisms. Analogously to
these measurements with the SiPM-based setup, here, the setup for time-gated spectroscopy
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Figure 4.76. Emission spectra of the rising and falling transition obtained by the constant high level
(VH) technique. The spectra of the rising transition were separately fitted by a superposition of the red
and blue components, whereas the spectra of the falling transition were fitted with the red component
only. Redrawn from [MFJ2].

is used to investigate the light emission from the rising and falling transitions separately. The
essential advantage over the previous measurements is the spectral resolution. However, the
disadvantage is the necessity of continuous switching to gain enough statistics for the emission
spectrum. In contrast to the SiPM-based measurement, the device can therefore not recover
back to its pristine state at VGS = 0 V. Another difference is the partial removal of the drain
metallization at the backside of the chip, such that the drain potential remained grounded.

Analogously to the previous measurements with the SiPM based setup, the dependence on
the low level VL and the high level VH is investigated similarly to the constant low level and
constant high level techniques known from CP (see Section 3.4). While keeping either VL or VH

constant, the other level is swept and the light emission is measured from the rising and falling
transitions separately. In contrast to the CP current (bulk current) in a CP experiment or the
photo charge from the SiPM-based setup, a full light emission spectrum is recorded for each
combination of VL and VH levels. Consequently, this results in four sets of spectra.

The spectra obtained from the constant low level technique are shown in Fig. 4.75 for
both the rising and falling transitions. Considering the understanding of the recombination
mechanisms presented in Fig. 4.74, it will be shown that be assumed that the red and blue
components do not depend on the used voltage levels. This was particularly expected for the
red component because the ratios of the emission peaks depend only on the matrix elements
in Equation 4.78. Indeed, all the spectra of the rising transition of the different voltage level
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Figure 4.77. Constant low and constant high level curves of the red and blue components of the
rising (upper plot) and falling transitions (lower plot). The integrated photon counts are given by
the amplitudes from Equations 4.80 and 4.81. As a consistency check, the total integrated counts of
the experimental data are also shown and agree well with the value of the fit function. CV curves
of an up and a down sweep for the rising and falling transitions, respectively, are also shown. The
integrated photon emission can be fitted with Equation 4.82, relating it to the transient ∆Vth. Redrawn
from [MFJ2].

combinations can be fitted well with a superposition of the red (Ired
�
Eph

�
) and blue (Iblue

�
Eph

�
)

components as per

Irising
�
Eph

�
= Arise

red × Ired
�
Eph

�
+ Arise

blue × Iblue
�
Eph

�
(4.80)

only by optimizing the amplitudes Ared and Ablue of the red and blue components, respectively.
The fits are indicated in Fig. 4.75. Note that only the amplitudes of the red and blue components
are varied – the spectra themselves remain untouched. In contrast to those spectra of the rising
transition, the emission spectra of the falling transition were fitted with the red component only,
following

Ifalling
�
Eph

�
= Afall

red × Ired
�
Eph

�
. (4.81)

Again, these fits agree well with the measured spectra. In summary, the red and blue components
themselves are not affected by the choice of VL and VH, only their respective overall amplitudes
Ared and Ablue change. Consequently, the electric field does not affect the emission energies.
Due to the linearity of integration, the amplitudes are proportional to the integrated counts
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from the respective component. These amplitudes are plotted in Fig. 4.77 for both the rising
and falling transitions. In order to illustrate the success of the spectral fits, the agreement of the
total integrated counts of the superimposed components and the integrated experimental data
is presented as well.

These characteristics of the rising and falling transitions can be well compared with CV up
and a down sweeps. Both curves are indicated in Fig. 4.77. Both the red and blue components
increase significantly once the MOSFET is switched between accumulation and inversion. The
onsets are around Vfb and Vth, respectively.

As already pointed out, the mechanisms illustrated in Fig. 4.74 for the red and blue com-
ponents should still yield a correlation between the transient ∆Vth and the total integrated
emission spectrum. Hereby, the transient ∆Vth represents the amount of trapped charge prior
to recombination. In contrast to the methodology introduced in Section 4.4.3, where double
pulses were employed, a different approach is used because the detection of the light emission
occurs during continuous switching. For this purpose, a pristine MOSFET with intact drain
metallization is exposed to the same 500 kHz switching between VH and VL for a total time of
4.1 ms. The Vth was measured prior to the respective VGS-transition with a measurement delay
of 1 µs.

Analogously to Equation 4.70, the integrated counts can be related to Vth via

ICphoto
�
VGS

�
= Cs

""Vth
�
VGS

�− V0,s
"", s ∈ �

+,−�
. (4.82)

Fitting this equation with the four parameters to the integrated counts in Fig. 4.77 yields good
agreement and thus confirms the understanding of the red and blue components illustrated in
Fig. 4.74.

Frequency and Duty Cycle

Depending on the time constants of the involved NMP trapping processes prior to recombi-
nation, which are shown in Fig. 4.74, the used frequency or the duty cycle might influence the
red and blue components in their intensity. This was investigated by the experiments presented
in this section, in which the light emission upon different frequencies and duty cycles was
measured.

To investigate the impact of the switching frequency, it was varied between 20 kHz and
1000 kHz at a fixed duty cycle of 50 %. The light emission of both the rising and the falling
transitions were measured and are shown in Fig. 4.78a. Particularly in these experiments, it is
important to recall that it is not the integration time of the CCD, which is kept constant, but
it is the number of VGS-transitions. Here, in total 2 × 106 transitions between 15 V and −15 V
were integrated. For the same number of transitions, only minor if not negligible differences in
the emission spectra were observed. Only around 1.6 eV in the emission spectrum of the falling
transition, there might be a slight impact of the switching frequency.

Similarly, the duty cycle was varied between 5 % and 95 % at a fixed frequency of 100 kHz.
The results in Fig. 4.78b do not show any impact of the duty cycle.

This suggests that the involved NMP transitions prior to the recombination are very fast, at
least below 500 ns, which corresponds to half of the period of the 1000 kHz waveform (highest
frequency) and to 5 % of the period of the 100 kHz waveform (lowest/highest duty cycle).
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Figure 4.78. (a) Emission spectra of the rising and falling transitions for different frequencies, but a
constant duty cycle of 50 %. (b) Emission spectra of the rising and falling transitions for different duty
cycles, but a constant frequency of 100 kHz. Redrawn from [MFJ2].

Transition Times

As commonly known from CP experiments, the transition time of VGS has a significant im-
pact on defect-assisted recombination at the semiconductor-insulator interface (see Section 3.4).
In this section, the impact of both the rise and the fall times on the light emission at the rising
and falling transitions are presented. In contrast to the previous investigations of time-gated
spectroscopy, where the setup described in Section 3.3 was used, here, an Agilent 4156C preci-
sion semiconductor parameter analyzer with a 41501B pulse generation and expander unit were
used to create a trapezoidal switching waveform. The pulse generator provided a 20 V/ − 20 V,
50 kHz signal of which the rise and fall times were separately varied between 0.5 µs and 8.0 µs
while keeping the other transition time constant at 0.5 µs. The results are shown in Fig. 4.79.

Fig. 4.79a shows the the emission spectra of both the rising and the falling transitions
for different rise times. First, the emission spectrum of the falling transition is completely
independent of the rise time. This fits to the short trapping time constants concluded from the
independence of frequency and duty cycle. In contrast to that, the emission spectrum at the rising
transition indeed depends on the rise time. Apparently, the impact of the rise time depends
on the photon energy. While the intensity decreases with increasing rise time for energies
above 2.4 eV, it increases with increasing rise time for energies below 2.2 eV. As previously,
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Figure 4.79. (a) Dependence of the emission spectra of the rising and falling transitions on the rise
time at a constant fall time of 0.5 µs. (b) Dependence of the emission spectra of the rising and falling
transitions on the fall time at a constant rise time of 0.5 µs. (c) Dependence of the different components
on the rise time based on the data from (a). (d) Dependence of the different components on the fall
time based on the data from (b). Redrawn from [MFJ2].

the emission spectrum could be fitted by a superposition of the red and blue components,
following Equation 4.80. This allowed to separately consider the rise time dependence of the
two components, whereby the results are illustrated in Fig. 4.79c. Apart from the independence
of the emission at the falling transition (red component), it clearly indicates an increase of the
red component at the rising transition with increasing rise time. In contrast, the blue component
at the rising transition decreases with increasing rise time. Besides that, both the red and
blue components depend linearly on the logarithm of the rise time, which is a characteristic
well-known from CP experiments (see Equation 3.12).

Fig. 4.79b shows the emission spectra of both the rising and the falling transitions for
different fall times. Analogously to the emission at the falling transition upon a variation of
the rise time, the emission spectrum of the rising transition is independent of the fall time. The
emission spectrum of the falling transition increases its intensity upon increasing the fall time.
The associated red component is illustrated in Fig. 4.79d. As before, the red component increases
linearly with the logarithm of the fall time.

First, it can be summarized that the light emission is only affected by the transition time
of the transition at which it occurs. Second, while the blue component decreases with increas-
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ing transition time, the red component increases. However, in both cases, this occurs with a
linear relation to the logarithm of the transition time. The behavior of the blue component
resembles the known behavior of the CP current and is consequently in full agreement with
the mechanism illustrated in Fig. 4.74. The longer the rise time, the more previously trapped
holes can be emitted back to the valence band prior to the moment when recombination with
conduction band electrons becomes possible. Most importantly, the observation of an increasing
red component with increasing transition time confirms the red component to be caused by DAP
recombination. Effectively, there must be two regimes. Initially, the recombination increases
with increasing transition time and then decreases with increasing transition time again. The
performed experiment apparently captured the regime of increasing recombination. For a more
intuitive understanding, consider the rising transition as an example. As illustrated in Fig. 4.74,
DAP recombination requires both an electron and a hole to get trapped before recombination
becomes actually possible. The longer the rise time, the more previously trapped holes can
be emitted back to the valence band again. On the other hand, the longer the transition time
the more electrons get trapped and can subsequently recombine. This interplay between the
capture time constant of the electron and the emission time constant of the hole determines the
regime and dependence on the transition time and it strongly depends on the respective bias
dependence of these time constants. Consequently, this emphasizes the difference between the
underlying mechanisms of the red and blue components.

Temporal Resolution

So far, the gate time window has been set to half of the period of the VGS signal to separately
investigate the emission of the rising and falling transitions. As discussed in Section 3.7, the
measurement setup for time-gated spectroscopy allows gate widths as short as 3 ns. This was
used within the experiment presented in this section investigating the time evolution of the
emission spectrum over the entire VGS period. In contrast to the approach based on the SiPM
setup, presented in Section 4.4.2, that requires only a single VGS period, the entire spectrum
can be measured, however, at the cost of integrating over several switching periods during
continuous switching.

For this purpose, a switching frequency of 78.1 kHz was used. This corresponds to a period
of 1.28 µs. The MOSFET is switched between 15 V and −15 V with transition times of 50 ns. By
sweeping through the gate delay tgd over the entire period in steps of 3 ns, the evolution of the
emission spectrum is captured completely.

The results are illustrated in Fig. 4.80a. As the ICCD is triggered on the rising transition
of the trigger signal, the rising transition of VGS is scanned first. The middle of the VGS period
is marked by a horizontal line, after which the falling transition is scanned. In contrast to the
falling transition, the rising transition contains the prominent emission above 2.2 eV, that was
associated with the blue component.

In fact, it was found that the use of the red and blue components is still valid for describing
the time evolution. Exactly as done in the previous sections, each emission spectrum was fitted
with the introduced red and blue components, which allowed to investigate their evolution
separately. Fig. 4.80b shows the fitted evolution of the emission spectrum. It agrees well with the
corresponding raw data in Fig. 4.80a. This is further illustrated in Fig. 4.81a, which exemplarily
shows two emission spectra: one of the rising transition and one of the falling transition. Even
though the gate width was reduced down to only 3 ns, both spectra can be well described

146



4.4. FIELD-EFFECT STIMULATED OPTICAL SPECTROSCOPY OF INTERFACE DEFECTS

1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2
Energy [eV]

25
125
225
325
425
525
625
725
825
925
1025
1125
1225

G
at
e
de
la
y
[n
s]

0.001

0.003

0.01

0.03

0.1

0.3

1

1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2
Energy [eV]

25
125
225
325
425
525
625
725
825
925
1025
1125
1225

G
at
e
de
la
y
[n
s]

0.001

0.003

0.01

0.03

0.1

0.3

1(a)

(b)

raw dataset

fitted dataset

falling transition

falling transition

rising transition

rising transition

C
ounts

[norm
.]

C
ounts

[norm
.]

Figure 4.80. (a) Contour plot of raw dataset of the evolution of the emission spectrum over an entire
VGS period. A horizontal line indicates the middle of the period, whereby the lower emission spectra
are associated with the rising transition and the upper spectra are associated with the falling transition.
(b) Contour plot of fitted spectra from (a). Redrawn from [MFJ2].

by a superposition of the red and blue components. The associated amplitudes are plotted in
Fig. 4.81b, showing the time evolution of the red components at both the rising and falling
transitions and the evolution of the blue component at the rising transition.

The same data is shown in Fig. 4.81c with a logarithmic vertical axis. Both the red and
blue components were normalized to their maximum at the rising transition. This reveals more
details on their temporal evolution. Apparently, they exhibit a biexponential decay, which can
be described by

I
�
tgd

�
= C × exp

�
− tgd − t0

τ1

�
+

�
1 − C

�× exp
�
− tgd − t0

τ2

�
. (4.83)

Hereby, tgd is the gate delay, t0 is the point in time of maximum photon emission, τ1 and τ2

are the decay time constants, and the parameter C represents the share of the first exponential
decay. Fitting this equation to the components at the rising and falling transitions yields the
parameters listed in Table 4.7. Most interestingly, the red component has similar values for C,
τ1, and τ2 at the rising and the falling transitions. This suggests that the red components of the
rising and falling transitions originate from the same underlying recombination process, which
is in full agreement with the DAP recombination suggested in Fig. 4.74. Besides that, the blue
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Figure 4.81. (a) The two emission spectra from Fig. 4.80a of the rising and falling transitions with max-
imum integrated counts. Their corresponding fits from Fig. 4.80b are also indicated. (b) Evolution of
the red and blue components over the entire VGS period. (c) Evolution of the red and blue components
from (b) on a logarithmic vertical axis. The components were normalized to their maximum at the
rising transition. The biexponential fits according to Equation 4.83 are indicated by dashed lines and
the obtained decay time constants are indicated. Redrawn from [MFJ2].

component shares with the red component the same τ1, however, it has an almost 60 % longer τ2

with respect to the red component.
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red blue
C τ1 [ns] τ2 [ns] C τ1 [ns] τ2 [ns]

rising 0.87 15 78 0.80 16 125
falling 0.89 13 80 – – –

Table 4.7. Parameters obtained by fitting Equation 4.83 to the data in Fig. 4.81c. Redrawn from [MFJ2].

Considering that τ1 is smaller than the actual transition time of VGS, its meaning is rather
hard to interpret. Only if the VGS-transition would be instantaneous, the real τ1 could be mea-
sured. Nevertheless, τ2 falls predominantly in the time regime of constant VGS. The significant
difference between the τ2 of the red and the blue components and the agreement of all pa-
rameters of the red components at the rising and falling transitions suggest that the selection
of the red and blue components is suitable and that the underlying mechanisms are indeed
fundamentally different.

Carbon Clusters as the Cause of the Red Component

The experimental results presented in the previous sections confirm the mechanisms il-
lustrated in Fig. 4.74. The most interesting conclusion is that the emission spectrum of the red
component is caused by transitions from a vibrational ground state of an electronic excited state
to several vibrational eigenstates of an electronic ground state. Particularly remarkable are the
experimentally extracted parameters obtained by fitting the quantum mechanical model to the
spectrum of the red component. The parameters, listed in Table 4.6, suggest a transition with a
vibrational mode that features an astonishingly high energy of h̄ω = 220 meV. It is important
to note that this is much higher than the highest optical phonon modes in 4H-SiC and SiO2 of
120 meV and 137 meV, respectively (see Section 1.3.4) [86], [89], [355]. Consequently, it must
be concluded that the observed vibrational mode cannot be an ordinary phonon mode, but it
must be a local vibrational mode (LVM) of the defect that assists the recombination event (see
Section 1.3.5).

parameter exp. (C3)Si,k (C3)Si,h (CBC)4,kkkk (CBC)4,hhhh
ZPL [eV] 2.53 2.56 2.67 2.36 2.49
h̄ω [meV] 220 249 247 193 192

S 4.83 2.59 2.35 5.1 5.5
Table 4.8. Comparison of defect parameters obtained by experiment and theoretically calculated
values from literature [100]. Redrawn from [MFJ2].

LVMs with such high energies are indeed known in SiC. They have been experimentally
detected by low temperature photoluminescence measurements and were assigned to carbon
clusters (see Table 1.4) [96], [101]. A lot of theoretical work based on DFT has been conducted on
investigating the vibrational structure of these defects [99], [100], [102], which can even migrate
through the crystal [356] and are affected by annealing temperature and doping concentra-
tion [96], [357].

Table 4.8 compares the experimentally obtained parameters of the red component, including
ZPL, h̄ω, and the HR-factor S, to some selected values obtained by a recent theoretical study
employing DFT [100]. The listed defects are the cubic/hexagonal tri-carbon antisite clusters and
the cubic/hexagonal tetra-carbon interstitials. The values for the three parameters are clearly
located in the range of the theoretically obtained values, suggesting that the red component
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is probably caused by a carbon cluster-like defect. However, it is to note that the theoretical
calculations consider only recombination of bound excitons involving a donor state and a free
charge carrier. As argued previously, the red component must be caused by DAP recombination.
Therefore, it appears likely that this DAP recombination involves a defect complex where the
commonly studied carbon clusters serve as building blocks. This interpretation is supported
by the fact that LVMs of such a high energy, as observed in experiment, are extremely rare.
While di-interstitials and dicarbon antisites exhibit suitable CTLs [100], LVMs of sufficiently
high energy are found in tri-carbon antisite complexes (see Table 1.4).

In addition to that, the theoretically studied carbon clusters are bulk defects. However, is
has been found that the SiC/SiO2 interface features a particularly high density of carbon clusters
which have been linked to a lowering of the channel mobility [358], [359]. Oxidation or other
processing steps might lead to the injection of carbon into SiC [360], whereby it needs to be
mentioned that the interface is a transition layer rather than an atomically sharp interface [361].
This transition layer is also directly related to the channel mobility: the wider the transition
layer the worse the channel mobility [362]. However, this heavily depends on the used interface
processing [363].

In addition to knowing about the presence of carbon clusters at the SiC/SiO2 interface,
there are several experimental observations that agree with the proposed relation between
carbon clusters and the red component. Characterizing the photoluminescence in the range
of 1.55 – 2.48 eV leads to the observation of LVMs up to 220 meV and could even be linked to
the interface-defect density extracted by capacitance-voltage measurements [364], [365]. Both
the range of energy and the energy of the observed LVMs perfectly fit to the red component.
Other studies showed that probably the same defects are single-photon-emitters [366]–[368].
In agreement with the above mentioned emission of carbon into SiC, their polarization hints
towards defects at the SiC-side of the interface. In addition, these defects appear upon thermal
oxidation and disappear again upon removing the oxide again. Finally, these defects have
been successfully mapped in two dimensions using confocal photoluminescence and tunneling
electroluminescence [369], [370] as well as capacitive methods [371]. These experiments share
the observation that the involved defects predominantly appear at bumps of the (0001) crystal
surface.

4.4.8 Relation Between Gate Switching Instability and Field-Effect Stimulated
Photon Emission

The results of Section 4.3 and 4.4 have clearly revealed numerous similarities between GSI
and field-effect stimulated emission of photons. The intention of this section is to summarize
these similarities and point out why these two effects might indeed be related.

Experimentally, the similarities are apparent: both effects occur in the same operation
mode of gate switching. Also, in contrast to the permanent component of ordinary BTI, both
effects occur at room temperature – GSI even seems to be athermal. Furthermore, GSI and light
emission are caused by switching events between inversion and accumulation. Consequently,
they have a similar dependence on the low and high levels VL and VH, respectively. In addition
to that, these two effects share their inherent relation to the switching event itself. Independent
of the switching frequency and the duty cycle, the same number of switching cycles leads
for the two effects either to the same Vth drift or the same total number of emitted photons.
Even the relation to the transition times is similar. In the presented experiments, GSI was only
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Figure 4.82. (a) Configuration coordinate diagram to explain both GSI and field-effect stimulated light
emission upon gate switching. (b) Shift of the photo charge upon continuous switching of VGS with
25 V/−13 V at 500 kHz. Redrawn from [MFJ5].

dependent on the rise time, but was independent of the fall time. Keeping this in mind, it
appears particularly interesting that the blue component did only occur at the rising transition,
while the red component occurred both at the rising and the falling transition.

As argued in the respective sections, both effects originate from defect-assisted electron
hole recombination. While GSI was argued to be related to recombination-enhanced defect
reactions (REDRs), where a significant amount of energy (> 2 eV) of a non-radiative transition
is channelled into the creation of a defect, light emission is caused by a radiative transition with
a ZPL of 2.53 eV (red component) or even higher (blue component). Consequently, it appears
natural to conclude that the two effects are basically two competing pathways for the same
transition – a radiative and a non-radiative pathway. This is illustrated in Fig. 4.82a using the red
component. Indeed, bringing the understanding of those two effects together is rather straight
forward. It just requires to modify the understanding of GSI in the sense that recombination does
not occur in direct interaction with the conduction or valence band, but that it occurs as well
via DAP recombination. This does indeed not create any immediate conflict with the presented
experimental findings. Consider for example the rising transition. At the end of the VL-phase,
the donor state has captured a hole from the valence band, once the MOSFET is switched up into
inversion, an electron is captured in the acceptor state. Once both the donor and the acceptor
states are charged, the system has three options to relax from this excited state. The first option
is an ordinary NMP transition under the emission of multiple phonons, bringing the defect
back into its pristine state. The second option is the REDR, which effectively transforms the
defect from its state A to A0. As argued previously, the states A and A0 must differ only slightly
with respect to the used experimental characterization techniques. And the third option is the
radiative transition, in which the energy is released via a photon. Also in this case, the defect
returns to its pristine state.

This mechanism appears to be confirmed once the light emission is measured from the
falling VGS-transitions of continuous gate switching stress (GSS) with the setup based on a SiPM
described in Section 3.5. The results are shown in Fig. 4.82b. Apparently, the light emission
decreases with increasing number of switching cycles. As suggested above, the number of
defects in state A would reduce over time, which would potentially allow less of those defects
to participate in the radiative pathway, leading to the observed reduction of the light emission.
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It needs to be noted that all experimental results related to GSI and presented in the course
of this work were obtained using asymmetric trench SiC power MOSFETs, whereas the results
related to field-effect simulated light emission were obtained using SiC DMOSETs. Considering
the strong differences in device design, in particular the different crystal faces of the channel, it
is clear that an ultimate relation between GSI and field-effect stimulated light emission cannot
be proven based on the presented data. This would require studies on their relation on the exact
same type of device, which is strongly suggested for future research.
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Chapter 5
Summary and Outlook

This chapter summarizes the experiments and findings of this work and gives an outlook
on possible future research directions.

5.1 Summary

Silicon carbide (SiC) metal-oxide-semiconductor field-effect transistors (MOSFETs) are
of fundamental importance for power conversion in various green technologies. The wider
bandgap of SiC compared to silicon (Si) enables higher power conversion efficiency at reduced
weight and size of applications. However, the SiC/silicon dioxide (SiO2) interface has a hundred
times higher density of interface defects that affect the device characteristic. These defects feature
a broad distribution of capture and emission time constants reaching down to nanoseconds.
The associated trapping and detrapping kinetics at the SiC/SiO2 interface were the premier
subject of research. Significant contributions to understanding the trapping kinetics at the
SiC/SiO2 interface were achieved in particular for processes occurring during gate switching,
while keeping both drain and source terminals grounded. This comprised the recently revealed
degradation mechanism gate switching instability (GSI) and the detection and analysis of light
emission from fully-processed power MOSFETs.

The introduction of this work in Section 1 outlined the motivation for using SiC-based tech-
nology and summarized its history. This was complemented by reviewing the properties of its
growth, its electronic structure and its vibrational properties. Furthermore, typical applications
for SiC-based technology were presented and prevalent designs and reliability concerns were
discussed.

Afterwards, the underlying physical concepts were presented in Section 2. It explored both
non-radiative and radiative transitions involving defects at the SiC/SiO2 interface. In addition to
that, the discussion encompassed Shockley-Read-Hall (SRH) theory, non-radiative multiphonon
(NMP) theory, recombination-enhanced defect reactions (REDRs) as well as the competition
between radiative and non-radiative transitions.

Experimental techniques employed within this work were introduced in Section 3. In
addition to more conventional characterization techniques, such as the transfer characteristic,
impedance characterization, or charge pumping (CP), more advanced techniques were presented.
Those techniques ranged from ultra-fast threshold voltage measurements over the measurement
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of light emission from a single voltage transition to optical spectroscopy and time-gated optical
spectroscopy using fully-processed SiC power MOSFETs.

The first part of the results obtained in the course of this work were presented in Sec-
tion 4.1. Apparent single-value activation energies, that are commonly used both in industry
and academia to model the temperature dependence of bias temperature instability (BTI) in
MOSFETs, were shown to be at best a rough approximation of the real underlying distributions.
Based on an analytic description of activation energy (AE) maps, the principles of the horizontal
and the vertical extraction methods of an apparent activation energy were presented. This
led to analytic approximations for these activation energies, which clearly demonstrated their
dependency on several measurement parameters and their partial insignificance.

In Section 4.2, the prominent recoverable component of BTI in SiC power MOSFETs was
investigated using four different commercially-available devices of different designs. It was
shown that the measurement of a device parameter itself, such as the threshold voltage (Vth),
already affects the outcome of the measurement. For Vth, this could easily reach several hundreds
of millivolts. A similar impact of the recoverable component on the measurement of the transfer
characteristic was systematically investigated based on a gate-pulsed transfer characteristic,
which represents the more application-relevant measurement technique with respect to the
impact of the recoverable component. Hereby, no significant advantage of any device design was
found. However, changes in pulse voltage and bias affected the measured drain-source current
by more than 10 %. In this context, device conditioning with negative gate-source voltage (VGS)
pulses was shown to accelerate the return to thermal equilibrium by two orders of magnitude.

A central part of this work was a detailed investigation of GSI, a recently revealed degrada-
tion mechanism in SiC MOSFETs, that was provided in Section 4.3. GSI occurs upon extensive
switching of VGS between inversion and accumulation, while keeping both drain and source
terminals grounded. Based on measurements at different switching frequencies, it was shown
that the observed drift in Vth is a superposition of two components, associated with the two
concurrently occurring mechanisms of BTI and GSI. It was shown that the GSI component
depends solely on the number of switching cycles and that their relation is roughly linear.
This exclusive dependence on the number of switching cycles was not only valid for the GSI
component of the threshold voltage shift (∆Vth), but the entire device characteristic, including
the capacitance-voltage (CV) and conductance-voltage (GV) curves. Gate switching stress (GSS)
caused a VGS-dependent shift of the CV curve which indicated the creation of fast acceptor-like
interface defects. They in turn cause the observed ∆Vth once they get charged by electrons.
Furthermore, it was found that GSI requires switching between inversion and accumulation,
that it appears to be athermal and that it is affected by the transition time of VGS. In addition to
that, the impact of undershoots was shown to be significant and basically equal to a full switch
to the voltage level of the undershoot. Finally, GSI appears to have no impact on the hysteresis.
Based on these observations, it was concluded that GSI is most likely caused by REDRs and not
by enhanced electron trapping due to a locally enhanced electric field, as recently suggested. A
model based on this mechanism yielded good agreement with the measured ∆Vth and agrees
with all experimental observations.

Another central part of this work was presented in Section 4.4, which investigated light
emission in the visible spectral range that occurs under the same conditions as GSI. This work
demonstrated for the first time the detection and analysis of this light in fully-processed SiC
power MOSFETs. The emitted photons originate from the 4H-SiC/SiO2 interface and are created
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by defect-assisted electron-hole recombination. By detecting the emitted light from a fully-
processed SiC power MOSFET through the substrate and the epitaxial layer, almost unperturbed
detection was achieved. This approach did not only allow to image the spatial distribution of
the light emission on the active area of the power MOSFET, but also to characterize it with
respect to its intensity and both its spectral and temporal distribution. A setup based on a
silicon-photomultiplier (SiPM) allowed to detect the light emitted by single VGS-transitions,
which was on the order of a few hundred photons. It further enabled to temporally localize
the light emission both at the rising and the falling transitions, determine its dependence on
the voltage levels and relate that to the transient ∆Vth. Additionally, a pump-probe-scheme
enabled the tracking of recovery of the involved trapped charges and its correlation to ∆Vth.
This correlation between ∆Vth and the light intensity was also found in a long-term stress
experiment. Optical spectroscopy then provided the spectral distribution of the emitted light,
which could be compared to density functional theory (DFT) calculations from literature. Overall,
the measurements indicated recombination of trapped electrons and holes with their respective
partners from the valence and conduction bands. A highlight of this work was the use of
time-gated spectroscopy, which gave even deeper insights and changed the understanding of
the underlying mechanism. Separately studying the light emission from the rising and falling
transitions led to the extraction of two spectral components of which all observed emission
spectra were composed. Based on their human-perceived color, these components were referred
to as red and blue components. Using a quantum mechanical model and subsequent fitting of the
emission spectrum, the red component could be assigned to a transition involving vibrational
sidebands of a local vibrational mode (LVM) of 220 meV, which most probably originates from a
carbon cluster-like defect that participates in donor-acceptor-pair (DAP) recombination. The blue
component was similar to the light emission of the forward biased body diode. Although this
component rather behaved like a donor-like defect close to the valence band, literature indicated
that this component might be caused by DAP recombination as well. Again, a correlation
between the transient ∆Vth and the total light emission was found. Furthermore, the emission
spectrum was independent of both the switching frequency and the duty cycle. An analysis
of the transition time dependence of the two spectral components revealed similarities to CP
experiments and confirmed the postulated mechanisms. Last but not least, it was possible to
measure the time evolution of both components over an entire VGS period revealing a longer
decay time of the blue component.

Finally, similarities between GSI and field-effect stimulated light emission were discussed
and a plausible relation between the two mechanisms was suggested. Indeed, both effects might
be related to the same underlying defects.

5.2 Outlook

In particular the findings on the degradation mechanism GSI and the method of field-effect
stimulated optical spectroscopy have contributed to significant advancement in the field of
reliability physics of SiC MOSFETs. This work could be continued by following the questions
and ideas listed below.

• How does continuous switching during an experiment using time-gated optical spectroscopy affect
the outcome of the optical measurement? The trapping kinetics at VGS-transitions during
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continuous switching might differ from the kinetics occurring at VGS-transitions in double
pulses since during continuous switching, the device cannot return to thermal equilibrium.

• What can be learned from inducing electron-hole pairs at the interface by laser excitation, either
above or below bandgap, e.g. by multiphoton absorption? GSI and light emission were shown
to be caused by defect-assisted electron-hole recombination at the interface. In this work,
electrons and holes are supplied by switching the device between inversion and accumula-
tion. However, electron-hole pairs could also be supplied by laser excitation, which would
allow to investigate the trapping kinetics at various bias conditions without the necessity
to use gate switching. In addition to using direct band-to-band excitation, multiphoton
excitation could even allow to obtain spatial resolution by creating electron-hole pairs
only in the focal point of the excitation beam. Using a pulsed laser might even allow to
temporally study the defect kinetics.

• Temperature dependence of field-effect stimulated light emission using time-gated spectroscopy.
Although some efforts have been conducted in this direction by using conventional spec-
troscopy [MFJ9], [MFC9], time-gated spectroscopy might provide deeper insights into
the exact trapping kinetics at the interface, because it allows to distinguish between the
different spectral components occurring at the rising and falling transitions. Furthermore,
it would allow to investigate the competition between the radiative and non-radiative
pathways, which might allow to further prove and deepen the understanding presented
in the course this work.

• Correlation between transient ∆Vth, field-effect stimulated light emission, GSI, and CP experiments
in the same technology. This work provided a good foundation to further drive these topics
and evaluate how the presented effects are related in detail. A mechanism that could link
both effects was proposed in Section 4.4.8. Several correlations have been presented, but a
detailed correlation particularly between light emission and GSI on the same technology
is still missing. Different technologies featuring different interfaces for the channel could
be compared.

The list of questions and ideas above is certainly not complete. Using optical spectroscopy
in conjunction with conventional electrical techniques can provide unprecedented information
and possibilities to study the nature of defects at the interface between the semiconductor and
the insulator of a MOSFET. Such a methodology is not limited to SiC technology. Provided that
a suitable detection is possible, this could in principle be extended to any other technology. The
obtained information becomes particularly powerful with respect to comparison with results
from theoretical ab-initio calculations based on DFT.
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[125] M. Beier-Möbius and J. Lutz, “Breakdown of gate oxide of 1.2 kV SiC-MOSFETs
under high temperature and high gate voltage,” in PCIM Europe 2016; International
Exhibition and Conference for Power Electronics, Intelligent Motion, Renewable Energy and
Energy Management, VDE, 2016, pp. 1–8.

[126] J. Lee, C. Ih-Chin, and H. Chenming, “Modeling and characterization of gate oxide
reliability,” IEEE Transactions on Electron Devices, vol. 35, no. 12, pp. 2268–2278, 1988.
DOI: 10.1109/16.8802.

[127] M. Skowronski and S. Ha, “Degradation of hexagonal silicon-carbide-based bipolar
devices,” Journal of Applied Physics, vol. 99, no. 1, Jan. 2006, Art. no. 011101. DOI:
10.1063/1.2159578.

[128] A. O. Konstantinov and H. Bleichner, “Bright-line defect formation in silicon carbide
injection diodes,” Applied Physics Letters, vol. 71, no. 25, pp. 3700–3702, Dec. 1997.
DOI: 10.1063/1.120486.
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