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Abstract

CMOS technology operated at cryogenic temperatures is essential in various fields
such as quantum computing (QC), where it serves as a classical control interface for
qubits operating in the mK-regime, as host technology enabling a monolithic integration
of qubits, or in high-performance computing (HPC) applications. For all these applica-
tions, the changing device properties towards cryogenic temperatures must be taken
into account in circuit designs. Additionally, potential design optimizations which allow
an operation using a very low supply voltage at cryogenic temperatures can be achieved.
This is in particular of high interest for QC and HPC to reduce the energy consumption
and increase operational frequency. However, the development of robust applications
in this field is very challenging for reliability engineers, because their stable operation is
very sensitive to drifts of the threshold voltage due to aging and to variability issues.
Furthermore, in all applications related to quantum computing, noise originating from
charge trapping is very critical, because it can decrease the fidelity of the qubits.

Over the past decades, a deep understanding of the role of defects in the oxide
and at the interface between the oxide and substrate has been developed. Such defects
can capture and emit a charge which leads to a change in the device electrostatics and
are thus responsible for various reliability issues. The charge trapping kinetics can be
approximated with the nonradiative multiphonon (NMP) model, which successfully de-
scribes the trapping kinetics even at cryogenic temperatures. Since solving the model in
its full complexity is computationally expensive, an efficient model has been developed
to allow the computation of charge transition rates of thousands of defects and has been
implemented in the reliability simulator Comphy. This allows to calculate the cumulative
response of many defects and enables a comparison of theoretical trap parameters with
measurement data. To this end, bias temperature instability and random telegraph
noise (RTN) measurements have been conducted between 4 K and room temperature
on various technologies. The degradation behavior has been modeled, allowing the
extraction of trap parameters and the identification of defect candidates responsible for
altering the device electrostatics.

On large-area devices thousands of such traps can be electrically active simulta-
neously and the superposition of their responses can be measured. In contrast to that,
on scaled devices only few traps are active at the same time, which allows to access
properties of single defects. Time-dependent defect spectroscopy and RTN studies
which are covered in this work show that there is charge trapping even in the limit
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of cryogenic temperatures. Charge capture and emission rates become temperature
independent towards 4 K which is a consequence of nuclear tunneling. This temperature
independence of the trapping kinetics in the deep cryogenic regime has been modeled
using the NMP model.

While single devices allow to study the physical device degradation mechanisms in
detail, a knowledge of the distribution of device performance parameters is essential to
qualify a full technology. For this, the characterization of SmartArrays with thousands of
devices which can be addressed digitally has been performed. This allows the study
of the variability of time-zero parameters and its dependence on the temperature. An
increasing variability of important device parameters towards 4 K can be shown and
explained with the occurrence of resonant tunneling which gets more prominent at
cryogenic temperatures.
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Kurzfassung

CMOS-Transistoren, die bei Tieftemperaturen betrieben werden, finden Anwen-
dung in vielen Gebieten, wie der Quanteninformatik, wo die Steuerungselektronik
für Qubits auf 4 K gekühlt wird, oder als Host-Technologie für eine monolithische
Integration mit den Qubits. Auch für Hochleistungsrechner könnte ein Betrieb der
CMOS-Logik bei Tieftemperaturen effizient sein. Alle diese Anwendungen basieren
auf den temperaturabhängigen Transistoreigenschaften, welche eine Optimierung des
Designs für den Betrieb bei Tieftemperaturen erlauben. Mit dem Betrieb der CMOS-
Logik bei Tieftemperaturen entstehen neue Herausforderungen für Zuverlässigkeitsin-
genieur*innen. So sind Anwendungen im Zusammenhang mit Quantencomputern sehr
empfindlich auf Rauschen, welches durch das Einfangen und Emittieren von Ladungen
entsteht, und zu Dekohärenz der Qubits führen kann. Darüber hinaus lassen optimierte
Designs wenig Spielraum für Variabilität zwischen den einzelnen Transistoren und für
Schwellspannungsverschiebungen.

Die Rolle von Defekten im Oxid und an der Oberfläche zwischen Oxid und Substrat
wurde in den letzten Jahrzehnten intensiv erforscht. Diese Defekte können Ladungsträger
einfangen und emittieren, was zu einer Änderung in der Elektrostatik des Transis-
tors führt und letztendlich die Zuverlässigkeit der Bauteile negativ beeinflusst. Diese
Kinetik kann mit dem Nichtstrahlende-Multiphononen-Modell (engl. nonradiative mul-
tiphonon, NMP) beschrieben werden. Da das vollständige NMP-Modell sehr rechen-
intensiv ist, wird in dieser Arbeit eine effiziente Näherung präsentiert, welche in den
Zuverlässigkeitssimulator Comphy implementiert wurde. Das ermöglicht die Berech-
nung des Einflusses von tausenden Defekten auf die Schwellspannung und einen Ver-
gleich mit experimentellen Daten. Zu diesem Zweck wurde die Spannungs-Temperatur-
Instabilität (engl. bias-temperature-instability) zwischen 4 K und Raumtemperatur mit
verschiedenen CMOS-Technologien gemessen. Das Degradationsverhalten wurde an-
schließend modelliert und mögliche Defektkandidaten wurden identifiziert.

Während in Transistoren mit großen Geometrien tausende von Defekten gleichzeitig
aktiv sind, erlauben skalierte Transistoren die Untersuchung von Eigenschaften einzel-
ner Defekte. In dieser Arbeit werden dazu Messungen mit der zeitabhängigen Defekt-
spektroskopie (engl. time-dependent defect spectroscopy) und von Telegraphenrauschen
(engl. random telegraph noise) präsentiert. Diese Messungen zeigen, dass Defekte selbst
bei Tieftemperaturen noch Ladungsträger einfangen und emittieren. Die zugehörigen
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Raten werden temperaturunabhängig, was durch Tunneln zwischen atomistischen
Konfigurationen (engl. nuclear tunneling) erklärt werden kann.

Einzelne Bauteile bieten die Möglichkeit, physikalische Defektmechanismen zu
untersuchen. Um eine Technologie vollständig charakterisieren zu können, ist auch
eine Untersuchung der Variabilität der Bauteileigenschaften notwendig. Dazu wurden
SmartArrays verwendet, die es erlauben, tausende von Transistoren digital anzusteuern.
Das ermöglicht die Untersuchung der Verteilung von Transistoreigenschaften und deren
Temperaturabhängigkeit. Die Variabilität wichtiger Parameter nimmt bei 4 K zu. Das
kann mit Hilfe von resonantem Tunneln erklärt werden, welches bei Tieftemperaturen
auftritt.
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Chapter 1

Introduction

The Digital Revolution goes hand in hand with the rise of the modern semiconductor
industry and was enabled by the invention of metal-oxide-semiconductor field-effective
transistors (MOSFETs) as the backbones of digital circuits. This would not have been
possible without understanding and exploiting effects of quantum mechanics. The
development of quantum physics and the resulting scientific and technological break-
throughs in the 20th century are therefore often called the First Quantum Revolution.
Currently, we are in the middle of the Second Quantum Revolution, where devices actively
operate with quantum states with the ultimate goal of developing a universal quantum
computer [1]. In the following chapter, the role of MOSFETs operated at cryogenic tem-
peratures (cryo-CMOS) and the related challenges will be discussed, setting a special
focus on quantum computing (QC) and high-performance computing (HPC). In this
context, especially the role of reliability issues in cryo-CMOS devices will be highlighted.
The chapter will close by presenting the scope and outline of this thesis.

1.1 Field-Effect Transistor

The Digital Revolution would not have been possible without the field-effect transis-
tor (FET), whose invention started in the early days of the 20th century. Around 1925,
the Austrian physicist Julius Edgar Lilienfeld started to develop the idea and theoretical
description on how to use the field effect to modulate the conductivity in a semicon-
ductor triode structure resulting in a patent application in 1928 [2]. Only seven years
later, in 1935, the German Physicist Oskar Heil patented the first insulated-gate FET [3].
However, it is unknown whether Lilienfeld or Heil were able to realize a working
transistor as proof of concept [4]. From 1948 on developments accelerated when the first
junction-gate FET patent was filed by Bell Labs, as suggested by Brattain, Bardeen and
Shockley [5]. However, it was not until the 1960s when first MOSFETs where fabricated
by Kahng [6] and Atalla [7]. While the first structures suffered from large variations due
to a high density of interface defects [8], manufacturing processes improved rapidly
and commercially fabricated transistors became available in 1964 by Fairchild and by
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RCA [4]. Already 1963 the researchers Sah and Wanlass from Fairchild suggested a
new type of MOSFET logic combining both nMOS and pMOS, called complementary
MOS (CMOS) [9], and filed a patent which was granted in 1967 [10]. This new logic
allowed logic circuits operating at significantly lower power consumption and became
the de facto standard fabrication process for very-large-scale integration (VLSI) chips in
the 1970s. Since then, many improvements of the processing steps, material systems
involved and circuit technology enabled to reduce the feature size from the µm-range
to a few nm nowadays. For this, the lithography process was improved to enable the
fabrication of gate lengths smaller than wavelength of the used UV light. Furthermore,
along many other optimizations, new gate and insulator materials such as high-κ di-
electrics were introduced and the geometry was improved to non-planar transistors
(e.g. FinFETs, GAA FETs).

All these improvements in the fabrication process for manufacturing smaller feature
sizes, are summarized in what is today well-known as Moore’s law. In 1965 Gordon
Moore, who is a co-founder of Fairchild and Intel, proposed that the number of transis-
tors per chip will double every year [11]. In 1975 he revised this estimation for proposing
a redoubling of transistors per chip approximately every two years. This forecast has
been followed by the industry for almost 50 years now. However, the scaling of tran-
sistors has a natural limit set by the atomic dimensions. The International Technology
Roadmap of Semiconductors (ITRS) [12], which sets development standards and out-
lines future developments, published its final roadmap in 2016, because the classical
scaling approach would reach its ultimate limits in the 2020s [13]. Thus, in 2016 the
IEEE International Roadmap for Devices and Systems (IRDS) [14] was founded which is
the successor of the ITRS and which has a broader focus on future developments. One
of the newly defined key topics is Cryogenic Electronics and Quantum Information, which
discusses the role of quantum computing as a new emerging field.

1.2 Cryo-CMOS Applications

As Moore’s law reaches its limits with respect to scaling the transistors on the chips, it
is necessary to develop Beyond CMOS technologies [14]. Beyond CMOS as it is defined by
the IRDS spans a wide range of research fields, such as carbon nanotube FETs, graphene
based devices, molecular electronics, spintronics, optical computing, or superconduct-
ing computing [14]. The most prominent application of the latter, is superconducting
quantum computing. Various approaches for building a quantum computer (includ-
ing the superconducting approach) need cryogenic environments, which have made
cryo-CMOS an emerging field in the past years. However, cryo-CMOS has also multiple
other potential applications, such as high-performance computing [15–17] or space
technologies [18]. Quantum computing (QC) and high-performance computing (HPC)
will be introduced in more detail in the following, because these are central cryo-CMOS
applications in the Beyond CMOS program of TU Vienna’s research partner imec.
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1.2.1 Quantum Computing

With the First Quantum Revolution in the early 20th century, a range of technolo-
gies which determine our daily lives nowadays emerged. Electronics, satellites, lasers,
medical imagery, etc. would not have been realizable without a deep understanding
of quantum mechanics. Now, for the Second Quantum Revolution, global players invest
billions for research and development of new technologies. In its 14th 5-Year-Plan for
2021 to 2025, China declared quantum technologies as a key technology [19]. Within
the Quantum Flagship project started in 2018 [20], the European Union invests at least
1 Billion Euros in the research on quantum technologies with the ultimate goal of de-
veloping a quantum computer (QC) that is able to outperform classical computers in
certain tasks. But not only governments invest Billions into QC, also private technology
companies see a potential market and already demonstrated a QC on small scales, e.g.
Sycamore from Google [21], IBM Q [22] or Quantum Inspire from Intel/QuTech [23].
An overview of the largest QC projects is given in Fig. 1.1.
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Figure 1.1. First proof of concepts for QC were shown around the turn of the
millennium [24–27]. Different approaches are under development for universal quantum
computers (UQC): Superconducting qubits: IBM [28], Rigetti [29, 30], Intel [31], Alibaba [32],
MISIS [33], Transmon qubits: Goolge [21, 34, 35], Rigetti (Project Acorn) [36], Electron spin
qubits: QuTech/TU Delft [23, 37, 38], Trapped Ions: IonQ [39, 40], Honeywell [41–43], Pho-
tonics: Xanadu [44, 45], USTC [46, 47]. Quantum annealing systems, which are not UQC, are
commercially available since 2011 [48–51]. The goal announced by Intel and Google is a UQC
with 1 million physical qubits by 2030.

While classical computers can solve problems from the complexity class BPP
(bounded-error probabilistic polynomial time) with efficient probabilistic algorithms,
QCs can access the complexity class BQP (bounded-error quantum polynomial time)
and can thus solve certain problems very efficiently, which are not accessible for classi-
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cal computers within a reasonable computation time [52]. This class of BQP problems
occurs in various fields such as cryptography [53], machine learning [54], medicine [55],
computational chemistry [56] or in the financial sector [57], and thus attracts a large
interest from different stakeholders in industry and research alike.

QCs are based on the fundamental concept of quantum bits (so called qubits),
the basic units in quantum information technology, which are analogous concepts
to binary bits, which are well known from classical computers. Mathematically, a
qubit is a linear combination (superposition) α |0�+ β |1� of two orthogonal basis vectors
|0� and |1�. This superposition is typically represented by a Bloch sphere, as can be
seen in Fig. 1.2 (left). By using qubits, it is possible to build quantum logic gates,
the basis of quantum circuits [52]. A single-qubit gate operation can be represented
by a 2 × 2 unitary matrix having the effect of a rotation of the Bloch vector on the
spherical surface. While the mathematical description of single qubits is rather simple,
the engineering task of building physical qubits is still extremely challenging. Since
qubits use fundamental properties of quantum mechanics, such as superposition and
entanglement, they also suffer from decoherence. Decoherence can be interpreted as an
irreversible information loss of quantum states as soon as there is any type of interaction
with the environment. To minimize this interaction, qubits are operated at cryogenic
temperatures. Despite the many difficulties for the operation of qubits, there have been
first major successes. The QCs of Google, IBM, and Intel/QuTech operate between 50
and 100 qubits and successfully run some simple quantum algorithms [21–23]. In 2019
Google even announced that they reached quantum supremacy. They claimed that
it would take their quantum processor Sycamore with 54 qubits (53 functional ones)
about 200 seconds to sample one instance of a quantum circuit one million times, a
task for which a state-of-the-art supercomputer would need around 10,000 years [21].
However, this claim turned out be be rather controversial, because IBM published on
their research blog that the task could also be done in 2.5 days on a classical computer
with a far greater fidelity [58]. Independent of whether quantum supremacy has already
been reached or not, the whole discussion addresses a problem which is highly artificial
and currently not relevant for real-world applications. To run more useful algorithms
like Shor’s algorithm for prime factorization [53] or Grover’s algorithm for searching an
unordered list [59], it is necessary to operate thousands or millions of qubits. To enable
this, there is a multitude of challenges which still need to be overcome.

One of the most important ones is the choice of the physical qubits. In theory,
any two-state quantum system could be considered as a basis, however, no lead-
ing qubit technology has been established withing the QC community yet. There-
fore, many different technologies are currently explored, for example trapped ion
qubits [61], qubits based on crystal impurities [62, 63] or single photons [64]. The qubit-
technologies used by the big tech-companies are superconducting qubits [21, 28] and
silicon qubits [23, 37]. These technologies have been demonstrated already on small

4



1.2. CRYO-CMOS APPLICATIONS

x
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Figure 1.2. Left: Mathematical representation of a qubit as Bloch sphere, which represents
all possible states as superposition of α |0�+ β |1�. Operations on a qubit are represented by
unitary matrices, resulting in a rotation of the vector on the sphere. Right: Quantum computer
from the IBM Q project. The golden chandelier in the photograph shows different stages,
from the mK-stage at the bottom to room temperature at the top. Figure taken from [60].

scales and they can be produced in industrial cleanrooms for 300mm wafers [65–67].
For these reasons, they are currently also in the focus of our research partner imec [67].

Superconducting Qubits

Among all qubit technologies, the superconducting qubit approach is currently the
most advanced one in terms of the number of qubits, as can be seen in Fig. 1.1. Here,
the qubits are based on Josephson Junctions (JJs), see Fig. 1.3 (a). Typically, JJs consist of
two superconducting stripes, which are connected via a tunnel oxide in between. At
deep-cryogenic temperatures (in the mK-regime) JJs act as non-linear inductors [68].
While a linear inductor in an LC-circuit would lead to equidistant energy levels in the
corresponding quantum harmonic oscillator, the anharmonicity of a non-linear JJ leads
to non-equidistant energy levels. This allows to take the ground state |0� and the first
excited state |1� as two-state quantum system without allowing a higher state to become
accessed. The manipulation of the qubit (which is the rotation on the Bloch sphere) can
be induced by microwave pulses sent to an antenna which is coupled to the qubit. The
frequency of this wave determines the rotation between the different energy levels. It
has to be noted that there are various realizations of superconducting qubits based on
non-linear inductors operating at cryogenic temperatures. A more detailed overview
which realizations exist and how superconducting qubits work can be found in [68–71].

Electron Spin Qubits

Another class of qubits are silicon spin qubits, which is a collective name for various
technologies, based upon using the spin of a charge carrier as two-state quantum
system. There are various types of spin qubits, e.g. based on Si/SiGe [74], Si SOI [75],
or based on Si MOS [76]. The latter ones are also in the focus of our research partner
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(a) (b)

(c)

Figure 1.3. (a) Cross-section transmission electron microscope (TEM) of a fully patterned
Josephson junction. (b) The scanning electron microscope (SEM) image of a Si electron spin
qubit shows a single electron transistor (SET) for readout, two quantum dots (QDs) at the
Si/SiO2 interface, and the 2-dimensional electron gas reservoir for loading the QDs. (c) The
schematic of a silicon spin qubit shows multiple gates for the qubit confinement and two
magnets for operating the qubits. Figures taken from [67, 72, 73].

imec [65, 67, 73, 77] and are therefore discussed in more detail in the following. A SEM
image of the qubit can be seen in Fig. 1.3 (b), where the single electron transistor (SET),
the two quantum dots and the 2-dimensional electron gas (2-DEG) are highlighted.
Several gates are needed to electrostatically confine the two quantum dots QD1 and
QD2 located at the Si/SiO2-interface as can be seen in Fig. 1.3 (c). The 2-DEG serves as a
charge reservoir enabling the loading of the QDs. The qubits can then be manipulated
with a magnetic field created by micromagnets via electric dipole spin resonance [78]
(alternatively, electron spin resonance can be used). Using the SET it is possible to
readout the spin states using spin-charge conversion [73, 79]. A series of qubit operations
using the magnetic field allows then the execution of quantum algorithms. Unlike
superconducting qubits, the fabrication of Si spin qubits could benefit from many
advantages of modern CMOS scaling which makes the concept highly interesting for
commercial applications [65]. In theory, silicon spin qubits are ideal candidates for a co-
integration of CMOS control hardware and qubits on the same chip [76]. However, state
of the art projects are dominated by superconducting qubits (see Fig. 1.1) while spin
qubits lag behind. The main reason for this is the limiting gate fidelity which describes
how close two realized quantum states are. The fidelity of spin qubits is below the
threshold required for complex quantum algorithms which leads to error rates of gate
operations around 1% and thus makes the up-scaling impossible [65]. One of the main
limitations for fidelity is the non-uniformity of qubits, which arises from the fabrication
process. Among other processes, interface defects between the Si and the SiO2 layer can
be introduced during manufacturing, which has the consequence that every QD behaves
slightly different and it is thus necessary to find for every qubit the right operation
voltage regime individually [80]. Here, knowledge from the semiconductor industry,
specially from the field of device reliability, can be used to improve the interface quality
and to further specify the limiting factors.
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Figure 1.4. The first successful QCs use a dilution refrigerator for bringing the quantum
processor to the sub-K regime. The qubits are controlled via coaxial cables with electronics at
RT. Since this leads to a wiring bottleneck, lots of effort has been spent to design cryo-CMOS
control interfaces working at the 4 K-stage [81]. Recently, first successes have been published
bringing a monolithic co-integration of qubits and the cryo-CMOS control hardware to the
cryogenic stage, where a large temperature gradient between the qubit layer at 50 mK and
the control layer at 1 K to 3 K occurs [82, 83].

While the importance of the choice of the qubit technology is crucial, another
less obvious bottle neck appears at the classical control interface for qubits. Until
recently, existing QCs with a maximum of ∼100 qubits have used racks full of electronic
equipment (RF sources, DC sources, etc.) at room-temperature, where each individual
qubit is connected via several coaxial cables to electronic instruments [81]. For such
small systems, fidelities of above 99% can already be reached [84, 85]. However, for QCs
which should be able to solve real-world applications the operation of thousands or
millions of physical qubits is necessary to perform calculations together with quantum-
error correction schemes, such as surface codes [86, 87]. For such large-scale QCs
the research approach of room-temperature electronics fails for multiple reasons. The
signal integrity across the RF lines for controlling the qubits gets too low, the number
of possible physical connections at the test chip is limited, and the damping by the
high resistivity of the vacuum throughputs becomes too high. Therefore, the classical
control interface must be integrated within the cryostat and located as close as possible
to the quantum processor. For this, CMOS technology is an ideal candidate for the
control interface, because it can be produced in a high-quality commercially, allows the
integration of billions of transistors, has a low power consumption and is functional
even in the sub-Kelvin regime [88–92]. However, to avoid heat transfer to the qubits,
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the power budget of the control interface is extremely limited to approximately 1 W
at the 4-K stage and to less than 10 µW at the mK stage [89, 93]. Additionally, noise
leads to decoherence which reduces the qubit fidelity [78]. With these given restrictions
near-quantum-limit amplifiers [94–96], ultralow-loss resonators [97, 98], circulators [99],
multiplexers [100], cryogenic filters [101], wirebonds [102], DAC/ADCs [103–105],
and many more components have been developed to realize cryogenic circuits. These
building blocks have recently enabled the design of fully-fledged cryo-CMOS controllers
for qubits, located at the 4-K stage [81, 92, 106]. This is an important intermediate
step which not only allows to drastically reduce wiring but is also an important step
towards fully integrated control electronics and qubits enabling up-scaling, as can
be seen in Fig. 1.4. Recently, a first proof-of-concept of a monolithically integrated
quantum–classical hybrid circuit was realized [82, 83]. This approach of unifying spin
qubits in Si quantum dots and CMOS circuit technology could have the potential of
using very large-scale integration (VLSI) and the experience collected over decades in
the semiconductor industry for the production of monolithical qubits.

1.2.2 High Performance Computing

Another potential application for cryo-CMOS application-specific integrated circuits
(ASICs) is the field of high performance computing. The changes in the ID(VG) character-
istics of the transistors which are the core of the ASICs towards cryogenic temperatures,
can be deliberately used to increase logic switching speed or to decrease the supply
voltage VDD, which allows a reduction of the total energy consumption [15–17]. Fig. 1.5
shows qualitatively how the ID(VG) curve of a MOSFET changes between room tem-
perature and 4.2 K. At cryogenic temperatures, phonon scattering becomes reduced
which leads to a higher charge carrier mobility, and as a consequence to an increasing
on-state current ION. Also the subthreshold slope gets steeper leading to an increasing
transconductance gm. Additionally, the threshold voltage Vth increases due to the shift-
ing semiconductor Fermi level and the temperature dependent band gap widening. A
detailed discussion of these properties including certain saturation effects is given in
Section 6.

While at room temperature VDD can not be scaled down due to the constraining
Vth and a large SS which would result in a significant off-state current, the steep tran-
sition at cryogenic temperatures opens new possibilities. For instance, a scaling of
Vth allows an operation at considerably lower VDD, as indicated in Fig. 1.5 [16]. There
are multiple approaches for achieving the Vth scaling, e.g. it is possible to optimize the
gate metal by choosing a metal with a band edge work function which meets Vth at
the reduced target [15]. Additionally, lower band gap channel materials such as SiGe
or Ge can be used to reduce Vth [15]. Another approach aims for using metal-oxide
cap induced interfacial dipole layers [15] to optimize Vth. Overall, a device with an
optimized Vth operating at cryogenic temperatures allowing a low-VDD operation has
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Figure 1.5. The temperature dependence of the charge carrier mobility, the Fermi level,
the band gap widening and other MOSFET parameters affects the ID(VG) transition curve.
Towards cryogenic temperatures the ID(VG) curve gets steeper and the on-state current
increases. This can be used in combination with threshold voltage Vth scaling to decrease
the supply voltage VDD which allows to increase the logic switching rate and to reduce total
power consumption [15].

the potential of a significant higher logic switching rate. Chiang et al. proposed for an
advanced FinFET technology a speed increase of around 50% when operating at 77 K
with a constant operating power [15]. For a planar 28 nm high-κ metal gate technol-
ogy, Saligram et al. claimed a 90% performance/Watt improvement while operating at
6 K, however, in their calculation the cost of cooling has not been included [107]. But
even with including the power of the needed refrigeration, a net power reduction of
approximately 30% can be achieved [15].

Next to Vth scaling, the operation of MOSFETs at a very low-VDD leads to additional
reliability challenges which have to be considered for circuit design for cryo-CMOS
applications. With the lowering of VDD the margins for Vth and SS also become more
narrow meaning that the variability in the transfer curve must be minimized to guaran-
tee a reliable logical switching. Furthermore, reliability issues such as bias temperature
instability (BTI) and random telegraph noise (RTN), which are introduced in the up-
coming section, must be reduced to a minimum, because low-VDD applications do not
leave room for large threshold voltage shifts [108].

1.3 Reliability and Variability Issues in Cryo-CMOS

By operating devices at cryogenic temperatures, new challenges for CMOS en-
gineering arise. Performance and device characteristics are strongly affected by the
operation temperature and models developed for room temperature and above con-
siderably loose in accuracy at low temperatures. Therefore, a large effort was put into
the development of cryogenic models for transfer characteristics [109] and derived
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quantities as subthreshold swing [110], threshold voltage [111], on-state current [112],
etc. While the proposed models steadily improve, reliability issues are rarely addressed.
However, the stable operation can be affected by a wide range of stress mechanisms,
for example caused by radiation, heat, mechanical or electrical stress. These diverse
stress mechanisms can have an impact on the transfer characteristics by reducing the
performance, increasing leakage currents, or leading in the worst case to a complete
oxide breakdown.

VDD 2VDD

VD

VDD

2VDD

V G

BTI
Non-

equilibrium
BTI

HCD

Mixed stress

Charge noise

Oxide breakdown

Figure 1.6. A schematic representation of the {VG, VD}-space shows the dominating degrada-
tion mechanisms for the different bias regimes.

Device aging is inevitable during regular operation, thus, a highly stable dielectric
layer is an important building stone for meeting the lifetime-criterion of electronic
circuits. Therefore, the focus of this work will lie on aging mechanisms caused by
electrical stress, and the impact of this stress on pre-existing or generated defects in the
MOSFET oxide. These defects can capture and emit a charge and thus affect the transfer
characteristic of devices. Oxide defects and defects at the interface between oxide and
substrate can not only occur in transistors, they can also disturb the stable operation of
quantum dots. As discussed in the previous section, QDs are complex structures with
multiple oxide layers. Since reaching a high fidelity is one of the main challenges in the
engineering of qubits, guaranteeing high quality interfaces between substrate and these
oxide layers is essential to avoid charge trapping.

For understanding the mechanisms of charge trapping, it is necessary to differentiate
between various degradation mechanisms, which will be dominant at different bias
conditions as can be seen in Fig. 1.6

• Bias temperature instability (BTI): BTI occurs, whenever a bias is applied on
the gate side of a transistor. The applied bias reduces the barrier between the
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charge reservoir, which can be either the channel or the gate, allowing the traps to
capture charge. The trapped charges then affect the electrostatics and consequently
change the device transfer characteristics. On large-area devices, this can be seen
as a continuous shift of the threshold voltage, caused by thousands of defects
capturing and emitting charges simultaneously when the threshold voltage is
monitored over time. By scaling the geometry of a transistor, discrete steps can be
seen in the measured current, which reveal single charge capture and emission
events. To examine this effects, typically elevated temperatures and voltages above
the operational condition are used to accelerate the degradation. Since elevated
temperatures do not make sense for the study of BTI in cryogenic environments,
studies in this work will often be based on elevated voltage conditions. Also, it has
to be noted that generally BTI is classified into negative BTI (NBTI) and positive
BTI (pBTI), determined by the sign of the gate voltage applied during the stress,
which can be measured on both nMOS and pMOS. However, typically the focus
lies on NBTI on pMOS devices and PBTI on nMOS devices corresponding to the
typically used bias conditions. A more detailed introduction to BTI can be found
in Section 8 and in [113–115].

• 1/f noise and random telegraph noise (RTN): Oxide defects can exchange charges
with the device substrate or the gate, even under non-accelerated conditions. The
ongoing mechanisms are the same as in BTI, i.e. defects can capture and emit
charges, altering the device electrostatics and leading to fluctuations in the device
parameters. However, in contrast to BTI, less defects can contribute to the noise.
But similar to BTI, while on large-area devices the fluctuations are continuous and
known as 1/f noise, there are discrete steps on scaled devices, which are known
as random telegraph noise (RTN) [116–118].

• Hot carrier degradation (HCD): Compared to BTI which focuses on elevated gate
insulator fields while no drain-source bias is applied to result in a uniform carrier
distribution along the channel during stress, HCD describes the degradation
under non-equilibrium conditions, i.e. at accelerated drain bias conditions. A high
drain-source field accelerates the carriers to either drain or source (depending on
the carrier type) leading to carriers with a high kinetic energy. These so-called hot
carriers cause damage in the channel or at the Si/SiO2 interface where they can
create interface defects which can capture and emit charges. However, unlike BTI,
the damage caused by the high energetic carriers is mostly irreversible. A more
detailed overview to HCD can be found in [119, 120].

The above mentioned degradation mechanisms have been well studied over the past
decades and a profound knowledge has been gained on how the behavior of MOSFETs is
affected in various ways. In addition, the community of defect physics has made lots of
progress in understanding the role of defects in MOSFET degradation, and fundamental
theories like nonradiative multiphonon (NMP) theory have been established to describe
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the interaction of defects with charge reservoirs, as will be discussed in detail in Section 3.
While there are innumerable reliability studies on reliability issues in electronics in above
room-temperature environments, there is a lack of degradation studies in cryogenic
environments. However, with the ever increasing interest in QC the research for robust
electronic systems operated in cryogenic environments becomes increasingly important.
As one part of it, the gained knowledge from defect studies at cryogenic temperatures
helps developing devices operating stably in such environments. This is of special
importance, because many cryogenic applications are extremely sensitive to reliability
issues. As discussed, the classical control interface of quantum computing should be
as close as possible to the qubits and thus at the cryogenic stage. At the same time,
qubits are extremely noise sensitive, therefore charge noise must be reduced as much
as possible in the CMOS control interface. This gets even more critical in monolithical
qubits, where the CMOS control unit is as close as possible to the qubits. Here, charge
noise is very likely to accelerate dephasing of the qubits and can therefore have a
negative impact on the qubit fidelity.

Reliability issues play a crucial role in high performance computing. A low-VDD is
important for electronics in HPC to increase the logical switching rate and to decrease
the total power consumption. However, it comes with the price that circuits become very
sensitive to variability. A large variability of the devices has the effect that a switching
between on- and off-state can not be guaranteed anymore within low-VDD applica-
tions. Additionally, small ΔVth shifts can already disturb the stable switching and thus
compromise a reliable operation. Therefore, it is essential to include variability and
reliability considerations in design of optimized CMOS applications [121].

Knowledge on defect physics gained from reliability studies on cryo-CMOS applica-
tions can be further used in related fields. Since cryogenic environments are often used
to reduce noise, charge noise caused by oxide defects or by interface defects between
the numerous different processed layers (see Fig. 1.3 (c)) is a major concern for qubits.
In the qubit design, one of the main engineering challenges is reaching a high fidelity
and avoiding decoherence. Defects which get created during device manufacturing can
affect the readout of the spin in superconducting qubits [122–125] or have an impact
on the confinement of the QD forming the electron spin qubits causing dephasing [78,
80, 126–132]. Therefore, understanding the physics of the occurring traps from theoreti-
cal calculations [133–135] and from experiments as shown in this work can deliver a
valuable contribution in reducing the loss of decoherence in solid state qubits.

1.4 Scope and Outline of this Work

In this work, two approaches for developing a better understanding of MOSFET
reliability at croygenic temperatures are followed. A theoretical, modeling approach
presented in Part I Modeling and Simulation of Defects, in which an efficient charge trap-
ping model for cryogenic temperatures is developed. In Part II Defect Characterization at
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Cryogenic Temperatures, various characterization, reliability and variability studies on
multiple technologies are presented and analyzed with the models from Part I.

Part I − Modeling and Simulation of Defects

• Chapter 2 − Defect Candidates
This chapter reviews specific defect candidates which have been found to play
a major role in device degradation during operation. The defect candidates for
SiO2, SiON and HfO2 insulators have been studied in detail with theoretical tools
such as density functional theory (DFT) or technology computer-aided design
(TCAD), as well as experimentally. This allows the calculation and verification
of various trap properties like densities, trap levels, relaxation energies or their
typical spatial positions.

• Chapter 3 − Charge Transfer Models
Charge trapping in oxides is a stochastic process which describes the exchange
of charge carriers between a trap and a reservoir. A mathematical description
of this trapping and detrapping process is essential for reliability studies. First
models developed in the 1950s have been steadily improved for allowing precise
simulations of measurements. In this work, the 2-state nonradiative multiphonon
(NMP) models is used. This model is valid even in the limit of cryogenic tempera-
tures, however, it is computationally expensive and thus not suitable for reliability
simulations. Therefore, an efficient WKB-based charge transition model is derived
in this work. This model is numerically superior and gives very precise results
compared to the full model. An even more efficient model is presented, which
is based on the assumption of non-deforming potential energy surfaces during
charge transitions.

• Chapter 4 − Reliability Simulations
The charge transition models presented in Chapter 3 are now used for reliability
simulations. For this, the WKB-based approximation of the 2-state NMP model
was implemented in the device reliability simulator Comphy. Comphy uses a surface
potential based 1-dimensional electrostatics. By sampling thousands of defects
in the oxide, the electrical response of these defects after applying a gate voltage
allows to compute the caused threshold voltage shift. These simulations are used
to compare the theoretical studies with measurements.

Part II − Defect Characterization at Cryogenic Temperatures

• Chapter 5 − Measurement Setup and Technologies
Two different measurement setups have been used within this work to characterize
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various MOSFET technologies. On cryogenic probe stations, electrical measure-
ments between 4.2 K and room temperature have been conducted using a Helium
cooling system. Manual probe arms allowed the characterization of large-area
planar high-κ-metal gate devices, planar SiON devices and planar MoS2 devices.
Since manual probing is a very time-consuming task and only a handful of devices
can be characterized at once, a different approach was chosen to obtain statisti-
cal data representative for a certain technology. SmartArrays with thousands of
transistors which can be addressed digitally have been characterized. This allows
collecting large data sets and enables the study of different designs at cryogenic
temperatures. In this work, time-zero variability and mismatch and their depen-
dence on temperature and device geometry have been studied, which can be very
critical especially for low-VDD applications.

• Chapter 6 − Time-Zero Characterization
Time-zero studies form the foundation for every reliability study. The conduc-
tion of ID(VG) curves allows the analysis of various MOSFET parameters such as
threshold voltage, subthreshold swing or on-state current and their temperature
dependence. The modeling of the temperature dependence of these parameters is
extremely complex and must not only include the shifting Fermi level, the chang-
ing Fermi-Dirac statistics or bandgap widening but also interface and band-edge
states. Time-zero characterization on SmartArrays allows studying the variability
and the mismatch of the extracted parameters and their temperature dependence.

• Chapter 7 − Charge Noise Characterization
Cryogenic environments are often used to minimize noise in the measurements.
Thus, it is extremely important to understand the impact of low frequency noise
(1/f noise) caused by traps at cryogenic temperatures. For this, the temperature
and gate voltage dependence of RTN in various technologies has been studied. The
findings have then be modeled with the quantum mechanical 2-state nonradiative
multiphonon theory discussed in Chapter 3, which can correctly describe the
temperature activation of charge trapping.

• Chapter 8 − Bias Temperature Instability
In this chapter BTI studies on various technologies are presented. The different
freeze-out behavior of large area SiON and high-κ metal-gate devices is discussed
and modeled using the reliability simulator Comphy. For this, the quantum me-
chanical version of 2-state NMP theory has been used. Furthermore, BTI was
studied on scaled MoS2 devices using time-dependent defect spectroscopy (TDDS)
measurements at cryogenic temperatures. Here, it is explicitly shown that single
charge capture and emission events causing threshold voltage shifts are clearly
visible at cryogenic temperatures.
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Chapter 2

Defect Candidates

Reliability issues such as BTI, HCD, or charge noise, i.e. RTN, are caused by electri-
cally active defects that can be located in the oxide or at its interface to the semiconductor
bulk. These defects are introduced in the device during manufacturing, even in very
optimized processes, or can be created during device operation at nominal bias con-
ditions and temperatures and their formation can not be avoided. Since these defects
typically have a negative impact on the device performance or, in the worst case, can
even lead to the failure of the device, it is of major importance to understand how
defects emerge and how they influence the device performance. Over the years, the
manufacturing processes have considerably improved and as a consequence the number
of active defects could be significantly reduced. Still, there are many applications which
rely on an extremely low noise level and very narrow reliable operation conditions
which is further motivation to investigate the physical processes involved in charge
trapping. Since defects occur in a large variety, many different approaches are used
for examinations, from theoretical tools such as DFT or TCAD, electrical examination
tools as presented in Part II of this work, or physical characterization methods such as
electron paramagnetic resonance (EPR) spectroscopy, X-ray photoelectron spectroscopy
(XPS), or secondary ion mass spectroscopy (SIMS).

The combination of all these tools allows to search for specific defect candidates,
which may play a major role in the device degradation during operation. The trapping
properties of suitable defect candidates, such as relaxation energies, defect densities,
trap level, and spatial position can be theoretically studied and linked to various
experimental approaches using reliability simulations as presented in Chapter 4. The
most important defect candidates for electrical reliability studies are introduced in the
following sections.

2.1 Interface Defects

Silicon dioxide is the most common insulator in MOSFET technologies. During the
fabrication of devices, SiO2 grows natively on silicon wavers when exposed to air via
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oxidation, which makes it an ideal candidate as an insulator. The resulting thin layer
(with a thickness below 1 nm) is called native SiO2. Alternatively, nitrited SiO2 (SiON)
is used as insulator to decrease the gate leakage current and to prevent dopants from
diffusing from the channel into the insulator. The defect behavior in SiON insulators is
similar to the one in pure SiO2 , which typically allows using the simplified SiO2 system
in simulations [136].

The lattice mismatch between the amorphous structure of the insulator layer and the
semiconductor makes the presence of a certain amount of defects close to the interface
inevitable. The interface defect density strongly depends on the combination of the
materials used for the semiconductor and insulator and the processing conditions. Note
that for Si/SiO2 systems densities on the order 1010 cm−2eV−1 can be achieved [137].
For this material system, the best understood interface defect is the Pb center, which
can appear on both, the (111) and the (100) oriented surface [138, 139]. In general, the
Pb centers have been observed to occur in different chemical variations: The Pb0 center
of the form (·Si≡Si3) and the Pb1 center, whose atomistic structure is not completely
understood yet, are depicted in Fig. 2.1. Due to the unpaired electron at the Si side, the
defects are also called dangling bonds.

Figure 2.1. Pb centers can occur in two chemical variations at the (100) oriented Si/SiO2 inter-
face: As Pb0 center of the form (·Si≡Si3) and as Pb1 center, whose atomistic structure is not
completely understood yet. The unpaired dangling bond is shown represented by the bluish
triangles. Figure reprinted from [140].

There are at least two trapbands corresponding to the Pb centers, one above and one
below Si midgap, which allow electron capture and emission from and to the channel,
respectively [141]. The trap levels of such interface defects lie within these trap bands,
and they typically have small relaxation energies which leads to small relaxation times
compared to bulk oxide defects [142]. Thus, the different relaxation energies can be used
as an indicator which defects might be responsible for measured signals, as done e.g. in
Section 7.4.

The oxidation of amorphous SiO2 on the Si substrate leads not only to interface
defects but also to a continuous change in the density of states and the corresponding
band edges [136], as shown in Fig. 2.2. This behavior can be explained by a gradual
change in the ratio of silicon and oxygen atoms between bulk SiO2 and the Si substrate.
The gradual change in the density of states and linear band edge structure has to be be
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considered in device simulations, e.g. by correcting the WKB tunneling factors [136].
Fig. 2.2 shows the transition layer from amorphous bulk SiO2 to the Si substrate which
shows a thickness of 0.3 nm to 0.4 nm. This has the consequence that in high-κ devices,
which typically have a very thin SiO2 layer of below 1 nm between the substrate and
the high-κ material, no bulk SiO2 occurs.

Figure 2.2. The density of states does not change abruptly between amorphous bulk SiO2 and
Si at the interface but is rather continuous. This can be explained by the continuously changing
ratio of silicon (yellow spheres) and oxygen (red spheres) atoms from the Si substrate to bulk
SiO2 and the influence of the Si surface. Figure taken from [136].

2.2 Bulk Oxide Defects

While in the early days of MOSFETs interface defects have been in the center of
research, later also defects in the bulk oxide were added to a more complete description
of device degradation.

2.2.1 Oxide Defects in Amorphous SiO2 (a-SiO2)

Bulk SiO2 is very well understood from both experimental characterization and
theoretical studies. One intensively investigated defect candidate for a-SiO2 is the oxygen
vacancy (OV) [143–145]. It forms naturally during oxidation and is essentially a missing
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O atom in a SiO2 network (where an O atom ideally bonds with two neighbored Si
atoms) which leads to a Si-Si bond. The defect is shown in the neutral (1) and positive (2)
charge state in Fig. 2.3, whereby the prime k denotes a metastable configuration which
can be accessed via a thermal transition, as explained in Section 3.3. When the neutral
OV traps a hole, the distance between the two Si atoms increases. As a consequence, the
Si-Si bond can break, resulting in a Si dangling bond [146].

As shown in Fig. 2.3, the bond breaking and relaxation into a new stable configura-
tion of the oxygen vacancy could be theoretically described by a 4-state model with the
states 1, 1k, 2k, and 2. However, various first principle studies show that the energetic
position of the defect inside the band structure of the insulator is too far below the
valence band or too far above the conduction band of the Si substrate [147–149]. There-
fore, oxygen vacancies are very unlikely to capture holes and stay neutral in pMOS
transistors with relatively thin a-SiO2 oxides and thus do most likely not contribute to
BTI or RTN.

Figure 2.3. The atomistic configurations of the oxygen vacancy (OV), the hydrogen bridge
(HB) and the hydroxyl-E’ center (H-E’) show that these defects can be described with a 4-state
NMP model. The defects show two stable configurations 1 and 2 and can switch between
theses stable states via the meta-stable states 1k and 2k. The turquoise bubbles show the
highest occupied molecular orbital (HOMO) electron distributions. Figure reprinted with
permission of the Royal Society from [149].

Recent studies suggested that hydrogen related defects are responsible for reliability
degrading phenomena like BTI and RTN [150, 151]. As hydrogen is commonly used in
device processing to passivate dangling bonds at the interface between semiconductor
and SiO2, the formation of defects involving H is very likely [151]. In addition, H has
the ability to easily diffuse in the SiO2 layer where it can form electrically active defects
such as the hydrogen bridge (HB) and the hydroxyl-E’ center (H-E’) [152, 153].

The H atoms diffusing into the SiO2 layer can react with oxygen vacancies, which
other ways would stay neutral. When the H atom binds to a Si atom, the resulting defect
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configuration which involves two Si atoms is called hydrogen bridge (HB). In its neutral
configuration, a bond is formed between the H atom and a single Si atom. As can be
seen in Fig. 2.3, the Si bonded to the H atom can transit through the triangle spanned
by oxygen atoms and the hydrogen atom can then bind to the second Si atom, leaving
the first one uncoordinated. By capturing a hole, the HB can form the stable positive
configuration 2, which is called puckered. The transition from the unpuckered to the
puckered configuration takes place by passing one of the two metastable states 1’ or 2’.

While in the HB configuration the hydrogen atom binds to the silicon atom, it can
also have a binding with the oxygen atom and form a hydroxyl-Ek center (H-Ek center).
These defects can only occur in a-SiO2, because they need strained Si-O bonds to get
formed. The hydrogen atom can break such a strained bond and bind to the oxygen,
forming a hydroxyl group (OH). The same puckering configuration which occurred
in the OV and the HB can also occur for the H-E’ center and the trap dynamics can be
approximated with a 4-state model.

While OV have trap levels far below the valence band or far above the conduc-
tion band of Si, hydrogen related defects show trap levels close close to the Si band
edges, as can be seen in Fig. 2.4. Therefore, they are much more important in terms of
understanding the mechanisms behind RTN and BTI.
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Figure 2.4. The trap levels of various studied defect candidates in HfO2, SiO2 and SiON are
spread across the band gap of all host materials. The trap levels of oxygen vacancies (OV)
are far away from the Si conduction band and therefore play a minor role in BTI and RTN.
The trap levels of hydrogen related defects, as the hydroxyl-Ek center or the hydrogen bridge,
and interface defects, as the Pb center or the KN center are on the other hand close to the Si
band edges, which makes them highly relevant in terms of BTI. In addition, intrinsic charge
trapping caused by polarons is responsible for electron trapping in high-κ devices.

While most defect studies focus on charge trapping caused by defects, the explana-
tion of some experimental studies require trap bands which can not directly be linked
to any known defect candidates [154, 155]. This type of charge trapping can play a
major role in wide bandgap devices as SiC. It can happen spontaneously in a-SiO2 and
is caused by structures with elongated Si-O bonds, which allow the localization of
an additional electron at a certain Si atom [156]. Their trap band lies close to the Si
conduction band edge as can be seen in Fig. 2.4.
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2.2.2 Oxide Defects in SiON

Plasma-nitrided oxides (PNO) are routinely employed in Si technology to decrease
the gate leakage current [157]. However, this comes at the price of a high concentration
of nitrogen atoms at the oxide-semiconductor interface. For these oxides, KN centers
become the dominating defect configuration instead of Pb centers [158–160]. KN centers
occur in silicon nitride Si3N4 and form during nitration. The central Si atom is back-
bonded to an N atom and forms a dangling bond, in which the dangling Si atom is
connected to three neighboring N atoms [161, 162]. SDR and SDT magnetic resonance
measurements show that KN centers are located in the vicinity of the interface region
of PNO devices and suppress Pb centers. Thus, while in SiO2 devices Pb centers are
central for the NBTI behavior, NBTI is dominated by KN centers in PNO devices [157].
While the defect candidates of near interface defects changes, hydrogen related defects
can still play a major role in nitrided oxides, because H atoms are used for passivating
Pb centers [113, 163]. In contrast to Pb centers, which follow a broad energy distribution
with at least two peaks, one directly above and one directly below midgap, KN centers
are very narrowly distributed and the distribution of their energetic trap level is very
close to the Si-midgap, see Fig. 2.4 [157].

2.2.3 Oxide Defects in HfO2

The continuous miniaturization of MOSFETs has lead to a constant scaling of the
insulator thickness to increase the gate capacitance and thus the drive current. However,
with decreasing insulator thickness, leakage currents increase, which leads to several
problems, such as higher steady state power consumption which in turn results in heat
dissipation and a reduced device reliability. Therefore, the development of alternative
insulators with comparably large dielectric constants (SiO2: εr = 3.9), such as the so-
called high-κ materials HfO2 (εr = 25), ZrO2 (εr = 25) or Al2O3 (εr = 9.1) became
necessary to increase the gate capacitance without introducing leakage effects.

Compared to SiO2 , HfO2 shows a higher degree of disorder as can be seen in
Fig. 2.5. Thus, intrinsic charge trapping is suspected to be a central reliability issue
in HfO2 based oxides [165]. Contrary to SiO2, HfO2 is a non-glass forming oxide,
which means that it has varying coorination numbers depending on the oxide phase.
Furthermore, it is known that HfO2 can (partially) crystallize during annealing which
introduces additional structural uncertainties [166]. This opens possibilities for various
defect candidates and makes modeling of HfO2 insulators extremely challenging. It is
proposed that HfO2 can form electron polarons, which can be stable at room temperature
and could be responsible for PBTI. The formation is driven by uncoordinated Hf-ions
which can trap electrons. A trapped electron can localize at multiple Hf sites, enabling
the formation of a ring where the Hf atoms are pulled towards the center while the O
anions are pushed outwards [165, 167].
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Figure 2.5. The atomistic structure of a-HfO2 (Hf - silver, O - red) shows a higher degree of
disorder than a-SiO2 (Si - yellow, O - red). This is a source for intrinsic charge trapping and
could explain the PBTI behavior of high-κ devices. Figures reproduced from [164].

Some of the defect types discovered in a-SiO2 can also be found in a-HfO2. For
example, the OV occurs in HfO2, where it is known to form neutral, positive and
negative states [168]. It is assumed that the negative states could be responsible for
the high density of electron traps observed in high-κ-devices [136, 169]. Various works
show trap levels of 1.2 eV to 1.8 eV below the conduction band of HfO2 which have
been associated with oxygen vacancies [169, 170]. However, recent first principle studies
suggest that the energy level of oxygen vacancies lies closely below the conduction
band of HfO2. According to these calculations, the defect bands measured in [136, 169,
170] can not be linked to oxygen vacancies.

As has been discussed, several trap candidates have been identified that affect the
high-perfomant operation of MOSFETs. These defects can exists in various configura-
tions which exhibit different properties. In order to describe the defects and make their
impact accessible to device simulators, various models have been discussed in literature
which will be presented in the following chapter.
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Chapter 3

Charge Transfer Models

Charge trapping is a stochastic process and refers to the exchange of charge carriers
between a defect and a charge reservoir. A mathematical description of the trapping
and detrapping probabilities is central for making this process available to simulators
and to enable reliability studies of MOSFETs. Note that charge trapping is a dynamic
process which is determined by the applied biases, temperatures as well as intrinsic
properties of the particular defect like its trap level and relaxation energy. As such, the
development of a theoretical model which covers all features of charge trapping is a
formidable challenge.

The very first model for describing charge transition rates was proposed by Hall [171]
and Shockley and Read [172] in the 1950s, and is thus called Shockley-Read-Hall (SRH)
model. This model is well suited for describing trapping at the interface with little
relaxation, which was one of the biggest fabrication issues in the first generation of
transistors as described in Section 1.1. This model will be outlined in Section 3.1. How-
ever, the SRH model can not accurately describe the bias and temperature dependence
observed in many BTI and RTN experiments, where oxide defects are involved, which
typically show a significant relaxation upon charge transfer. In order to account for such
relaxation effects, the nonradiative multiphonon (NMP) model is introduced, which
describes charge transition events accurately. While for many applications a 2-state
NMP model is sufficient for describing the defect kinetics, there are phenomena such as
anomalous RTN (aRTN), which prove the existence of additional metastable states and
thus require an extension to a 3 or 4-state model.

In Section 3.2 the 2-state NMP model will be introduced. Since the calculation of
the full quantum mechanical transition rate is computationally expensive, a classical
approximation is typically used for above room temperature applications. However, this
classical approximation is not suitable for cryogenic applications, because it does not
take nuclear tunneling into account. Therefore, a WKB-based, numerically efficient ap-
proximation has been developed, which is presented and benchmarked in Section 3.2.1
and Section 3.2.2, respectively, based on [MJJ1]. An even more efficient approximation
can be used when assuming that the potential energy surfaces which represent a defect
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are undistorted before and after a charge transition, see Section 3.2.3. In Section 3.3 the
4-state NMP model will outlined, which can be necessary for describing single defect
measurements.

3.1 Shockley-Read-Hall Model

With the Shockley-Read-Hall model, defects are described by a neutral and a
charged configuration state. The defects can either be acceptor- or donor like. Acceptor-
like defects accept an electron during charge trapping and thus have a negative charged
state, while donor-like defects donate an electron and become positively charged. Addi-
tionally, the terminology of electron- and hole-like defects is frequently used, depending
on the charged state. This leads to four different processes shown in Fig. 3.1:

• Electron capture: A defect traps an electron from the conduction band, which is
represented by 0 → −. This is equivalent to a hole transitioning from the defect to
the conduction band, represented by + → 0.

• Electron emission: A defect releases an electron to the conduction band, which is
represented by − → 0. This is equivalent to a hole captured from the conduction
band, which is represented by 0 → +.

• Hole capture: A defect traps a hole from the valence band, which is represented
by 0 → +. This is equivalent to an electron release from the defect to the valence
band represented by − → 0.

• Hole emission: A defect emits a hole to the valence band, which is represented by
+ → 0. This is equivalent to an electron capture from the valence band, represented
by 0 → −.

Analogously to the derivation in [140], the hole capture process is used in the following
to present the mechanics of the SRH model. However, the derivation can be done in a
similar fashion for hole emission and electron trapping. In the case of hole capture, the
defect can be in the initial neutral configuration 0 and in the charged configuration +. In
the SRH model, capturing a hole from the valence band is possible without overcoming
a barrier, leading to a hole capture probability cp which is often written as being directly

proportional to the thermal velocity vth =
�

8kBT/(πmp,eff) of the charge carriers

cp ≈ vthσ, (3.1)

with the electron temperature T, the effective hole mass mp,eff and the capture cross
section σ. By taking into account the hole occupancy fp(E) which follows a Fermi-Dirac

26



3.1. SHOCKLEY-READ-HALL MODEL

h+ 
 emission

h+ 
 capture

e- 
 capture

e- 
 emission

e- 
 emission

e- 
 capture

h+ 
 capture

h+ 
 emission

0/+

-/0

-/0

0/+

WKB
Tunneling

Et, bulkEt, oxide

SemiconductorInsulator

EC

EV

Figure 3.1. Charge transitions between a neutral and a charged configuration in the bulk can
be divided into four different processes: Electron capture and emission from/to the conduc-
tion band, which is equivalent to hole emission/capture to/from the CB and hole capture
and emission from/to the valence band, which is equivalent to electron emission/capture
to/from the VB.

distribution, and the density of states Dp, the capture rate can be computed by

k0+ =

Ev�
−∞

cp(E) fp(E)Dp(E)dE. (3.2)

Similarly, the hole emission rate is given by

k+0 =

Ev�
−∞

ep(E)(1 − fp(E))Dp(E)dE, (3.3)

by replacing the capture probability with the emission probability ep and considering
the Fermi-Dirac distribution of the electrons fn. Using

f (E)
1 − f (E)

= e−β(E−EF) (3.4)

with EF being the Fermi level and β = 1/kBT, the rate can be expressed as

k+0 =

Ev�
−∞

ep(E) fp(E)e−β(E−EF)Dp(E)dE. (3.5)

The principle of detailed balance states that for an arbitrary energy E the probability
of being in state 0, f0 = f (ET) times the transition rate from state 0 to + is equal to the
reversed process, which is the probability of being in state + times the transition rate
from + to 0

f0dk0+(E) = f+dk+0(E). (3.6)
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From detailed balance the following relation between emission and capture probability
can be derived directly as

ep(E) = cp(E)e
E−ET
kBT . (3.7)

This allows expressing the hole emission rate

k+0 =

Ev�
−∞

cp(E)eβ(E−ET) fp(E)e−β(E−EF)Dp(E)dE. (3.8)

For non-degenerated semiconductors, the Fermi-Dirac statistics can be approximated
by the Boltzmann statistics. If additionally the band edge approximation is used, which
allows to assume that all carriers are concentrated at the band edges, the integral in
(3.8) can be carried out analytically leading to the simplified transition rates

k0+ = pvthσ

k+0 = Nvvthσeβ(Ev−ET)
(3.9)

with p being the hole concentration and Nv the valence band weight. The SRH model
is typically used for bulk and interface defects. To account for oxide traps, the capture
cross section σ can be expressed as σ = σ0λ with λ being a Wentzel-Kramers-Brillouin
(WKB) tunneling factor which describes the elastic tunneling from the charge reservoir
to the defect, see Fig. 3.1. This WKB-tunneling factor allows in principle to include oxide
defects [173]. However, bias and temperature dependence of transition rates of oxide
defects can not be modeled accurately with the SRH model, therefore a more precise
description is needed [174].

3.2 2-State Nonradiative Multiphonon Model

The reason for the inaccurate bias and temperature dependence within the SRH
model is that it ignores the structural reconfiguration at the defect site arising from
changing charge states and the electrostatic shift of the trap level due to the oxide
field [174]. Since this deformation involves the emission/absorption of phonons, it is
necessary to include the coupling to a surrounding phonon bath in the physical defect
model to provide a physical description of the whole system including all involved
electrons and nuclei. Within first order perturbation theory, non-adiabatic transition
rates in a system with both electrons and nuclei can be represented by their electronic
and vibrational wavefunctions |φi� , |φj� and |ηiα� , |ηjβ�, respectively. The non-adiabatic
charge transition rates can be obtained using Fermi’s golden rule

kiα,jβ = |Miα,jβ|2δ(Eiα − Ejβ). (3.10)
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where the matrix element M is

Miα,jβ = �ηiα| �φi| Ĥk |φj� |ηjβ� . (3.11)

Here, i and j represent a neutral and a charged state, α and β are the corresponding vi-
brational eigenstate of i and j, respectively, with eigenenergies Eiα and Ejβ. The coupling
operator Ĥk describes the perturbation, while the Dirac delta distribution δ(Eiα − Ejβ)

ensures energy conservation. The form of the vibrational wavefunctions depends on
the Hamiltonian. Commonly a harmonic oscillation is used as a model Hamiltonian to
describe the system as shown in Fig. 3.2. According to the Born-Oppenheimer approxi-
mation the electronic and vibrational wavefunctions can be treated separately, because
the nuclei are much heavier than the electrons and thus there is a large difference in their
time scales of motion. Hence the electrons can always be assumed to be instantaneously
in the ground state of the potential produced by the positions of the nuclei, while the
nuclei themselves move in an effective potential produced by the ground state electron
distribution. Therefore, the Hamiltonian can be split in an electronic and a vibrational
component

Ĥk = Ĥk
el + Ĥk

vib, (3.12)

which allows to factorize the transition matrix element as follows

Miα,jβ = �ηiα| �φi| Ĥk
el + Ĥk

vib |φj� |ηjβ�
= �ηiα| Ĥk

vib |ηjβ� �φi|φj�+ �φi| Ĥk
el |φj� �ηiα|ηjβ�

= �φi| Ĥk
el |φj� �ηiα|ηjβ� .

(3.13)

This final simplification is called Franck-Condon principle and �ηiα|ηjβ� are referred
to as Franck-Condon factors [175–177]. Using this simplification the transition rate
(3.10) can be represented by

kiα,jβ = Aij Iiα,jβ, (3.14)

with the overlap integral

Iiα,jβ = | �ηiα|ηjβ� |2. (3.15)

The electronic matrix element Aij describes the coupling between the respective elec-
tronic wavefunctions in the initial and final state, i.e. the coupling between the localized
defect state and the delocalized valence/conduction band state of the charge reservoir.
The vibrational overlap Iiα,jβ is a measure for the nuclear tunneling probability. For a
transition from one charge state to another all vibrational modes of the charge states
must be taken into account. These vibrational modes can be described as a canonical
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ensemble resulting in the total transition rate

kij = Aijave
α

∑
β

Iiα,jβ (3.16)

where

ave
α

=
1
Z ∑

α

e−Eiα/kBT (3.17)

is the weight of the excited initial vibrational wavefunction iα and Z is the partition
function

Z = ∑
γ

e−Eiγ/kBT. (3.18)

This expression allows the definition of the lineshape function f LSF
ij

f LSF
ij = ave

α
∑
β

| �ηiα|ηjβ� |2δ(Eiα − Ejβ) (3.19)

which contains all interactions of the vibrational states of the nuclei. The total transition
rate (3.16) describes the transfer of a charge carrier between two electronic states.
However, in a MOSFET device the states within the conduction and valence band of
the semiconductor or in the metal gate form a continuum of states. To take all these
states into account it is necessary ot integrate over all states of a band obtaining the rate
equations

kCB
ij =

� ∞

EC

Dn(E)(1 − fn(E))Aij(E, Et) f LSF
ij (E, Et)dE

kCB
ji =

� ∞

EC

Dn(E) fn(E)Aji(E, Et) f LSF
ji (E, Et)dE

kVB
ij =

� EV

−∞
Dp(E) fp(E)Aij(E, Et) f LSF

ij (E, Et)dE

kVB
ji =

� EV

−∞
Dp(E)(1 − fp(E))Aji(E, Et) f LSF

ji (E, Et)dE

(3.20)

with Dn, Dp being the density of states in the conduction and valence band, respectively,
and fn, fp the Fermi-Dirac distribution for electrons and holes. Since in a semiconductor
the charge carriers are located close to the conduction band edge EC and the valence
band edge EV, it can be assumed that in a first order approximation the electronic
coupling elements Aij/ji and the lineshape functions f LSF

ij/ji only depend on the band
edges. This is called band edge approximation and allows to factor out Aij/ji(EC/V, Et) and
f LSF
ij/ji(EC/V, Et) from the integrals in (3.20).
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The electronic coupling element Aij(E, Et) can be approximated by [174]

Aij(EC, Et) ≈ vth,nσ0,nϑn

Aij(EV, Et) ≈ vth,pσ0,pϑp
(3.21)

for electrons and holes, respectively, with vth =
�

8kBT/(πmeff) the thermal velocity,
σ0 the capture cross section and ϑ being a tunneling factor, accounting for the spatial
separation of the defect and the charge reservoir. The tunneling factor can be determined
by solving the stationary Schrödinger equation. However, in most cases a simplified
WKB approximation is used to increase computational efficiency [178]. In the case of
tunneling between the charge reservoir to the defect, the potentials can be approximated
linearly. For computing the WKB factor it is necessary to distinguish between direct
tunneling and Fowler-Nordheim tunneling [179] depending on the shape of the potential
barrier, as explained in more detail in [180].

An important parameter withing the entire model is the lineshape function that
depends on the Frank-Condon factors and thus on the shape of the potentials of the
defects. This potentials can be approximated as 1-dimensional [181, 182] harmonic,
justified by the fact that in a Taylor expansion of the potentials the first order terms
vanish and thus the second order term are dominant close to the equilibrium config-
uration [183]. Consequently, the potentials can be represented by harmonic potential
energy curves (PECs) in the configuration coordinate (CC) diagrams, as can be seen in
Fig. 3.2.
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E
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2
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2
j (Q Qj)

2 + Ej, 0
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charged

ji

Figure 3.2. The harmonic potential energy curves can be used to represent the neutral and the
charged defect configuration. The analytic eigenfunctions of the potentials are well known
from the quantum harmonic oscillator.

The PECs are described by the parabolic potentials

Ui(Q) =
1
2

Miω
2
i (Q − Qi)

2 + Ei,0

Uj(Q) =
1
2

Mjω
2
j (Q − Qj)

2 + Ej,0

(3.22)
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with ωi, ωj being the vibrational frequency of the harmonic potential, which effectively
describes the curvature of the parabola, and Mi, Mj being the corresponding masses.
The analytical eigenfunctions of the harmonic oscillator are well known from literature
and are given by

ηiα(Q) =
1

2αα!

�Miωi

πh̄

�1/4
e−

MiωiQ2

2h̄ Hα

��
Miωi

h̄
Q




ηjβ(Q) =
1

2ββ!

�Mjωj

πh̄

�1/4
e−

MjωjQ2

2h̄ Hβ

��
Mjωj

h̄
Q


 (3.23)

with Hα, Hβ being the Hermite polynomials, defined by Hγ(Q) = (−1)γeγ2 dγ

dQγ e−Q2
.

Using the analytic solutions for the vibrational states allows the computation of f LSF
ij ,

however, this computation is expensive, even when using optimized algorithms which
determine the vibrational overlap based on a recurrence relation as proposed by
Schmidt [184]. Thus, in Section 3.2.1 a WKB-based approximation for the lineshape
function is derived, which is computationally superior. However, at room temperature
and above the WKB-based approximation is not necessary, because the Frank-Condon
factors, which are in essence the overlap of the vibrational wave functions of state i and
j, are dominated by the overlaps close to the intersection point of the diabatic potentials
Ui and Uj [185]. Note that the intersection point can be computed analytically. For this,
typically the following parameterization of the potentials is used

ER = Sijh̄ωi = ciΔQ2,

Rij =

�
ci

cj
,

ΔEij = Ei,0 − Ej,0.

(3.24)

ER is called relaxation energy and defined using the Huang-Rhys factor Sij and is a
measure for the electron-phonon coupling strength [186]. ci =

1
2 Miω

2
i and cj =

1
2 Mjω

2
j

are the curvatures of the harmonic potentials and define the curvature ratio Rij while
ΔEij describes the bias dependent energy difference of the minima of the two states, see
Fig. 3.3.

With this parameterization the energy barrier is obtained as

εij =
ER

(Rij − 1)2

1 − Rij

�
ER − ΔEij(R2

ij − 1)

ER

 (3.25)

which reduces to

εij =
(ER − ΔEij)

2

4ER
(3.26)
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Figure 3.3. In the classical limit the transition rate can be approximated by using the classical
barrier ε ij instead of computing the overlaps of the eigenfunctions. The classical barrier can
be computed analytically.

for Rij = 1. Note that in this classical description, the parameter ΔQ becomes immaterial,
since the lineshape function is only determined by the classical barrier height. Using
this closed form expression for the intersection point of the potentials, the lineshape
functions reduce to

f LSF
ij (T) = e−βεij

f LSF
ji (T) = e−βε ji

(3.27)

with εij = ε ji − ΔEij. In the limit of high temperatures, the transition rates in (3.20) can
then be simplified using the band edge approximation [180] to

kCB
ij = nvth,nσ0,nθne−β(εCB

ij −EF+ECB)

kCB
ji = nvth,nσ0,nθne−βεCB

ji

kVB
ij = pvth,pσ0,pθpe−βεVB

ij

kVB
ji = pvth,pσ0,pθpe−β(εVB

ji +EF−EVB)

(3.28)

This closed form allows a numerically fast computation of transition rates.

In this simplified classical approximation of the 2-state NMP model it is necessary
to distinguish between strong electron-phonon coupling (SEPC) and weak electron-
phonon coupling (WEPC), see Fig. 3.4. SEPC is the dominating mechanism for BTI
degradation and describes charge transitions where the classical intersection point of
the initial and the final potential energy surface lies between the two minima of the
PECs. All other cases are subsumed as WEPC. For WEPC, which typically plays a minor
role for BTI degradation [180], classical barriers are given as shown in Table 3.1.

This derived classical approximation for the 2-state NMP model works well for
room temperature and above, however, in the limit of low temperatures the simplified
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Weak electron-phonon coupling

Figure 3.4. Depending on trap parameters and applied gate voltage, the charge transition
takes place in the strong (left) or in the weak (right) electron-phonon coupling regime. In the
SEPC regime, the classical intersection lies in between the minima of the two PECs, while in
the WEPC regime it lies outside of the minima.

ΔEij εCB
ij εVB

ij εmetal
ij

ΔEij > 0 eV ΔEij Eq. (3.25) ΔEij
ΔEij < 0 eV Eq. (3.25) 0 eV 0 eV

Table 3.1. In the case of weak electron-phonon coupling predefined barriers are used for
taking the FD-distribution into account correctly [180].

lineshape functions (3.27) would freeze out completely

lim
T→0 K

f LSF
ij (T) = 0 (3.29)

and there would be no charge trapping in cryogenic environments. However, mea-
surements show that there are still electrically active traps at cryogenic temperatures,
as will be discussed in detail in Part II of this work. The reason for this is that at low
temperatures the assumption that the overlaps of the vibrational wavefunctions close
to the intersection points of the diabatic potentials dominate does not hold anymore,
because those states cannot be excited anymore at low temperatures. Thus, vibrational
states at lower energies dominate the overlap and hence the lineshape function. This
makes it necessary to include all vibrational states in the computation of the transition
rate.

3.2.1 WKB Approximation

The computation of the full quantum mechanical charge transition rate (3.19) is
inefficient and thus not suitable for calculating the defect model within device or cir-
cuit simulation tools. However, the classical approximation breaks down at cryogenic
temperatures and can thus also not be used. Therefore, an approximation based on the
Wentzel–Kramers–Brillouin (WKB) method combined with the saddlepoint method was
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proposed by Holstein [187] and further developed by Markvart [188–190]. These approx-
imations where developed for the weak electron-phonon coupling regime, however,
for charge trapping most transitions happen within the strong electron-phonon cou-
pling regime. To make this method suitable for reliability studies of MOS devices a more
generalized form of the approach is developed. In the following the approximation of
the full quantum mechanical lineshape function is based on the idea that the vibrational
wavefunctions can be approximated by a WKB-based terms. This approximation allows
switching from a summation over the exact discrete eigenenergies to a continuous
integral form. The integrals can be evaluated using the saddlepoint method. This allows
finding an effective barrier which is lower than the classical barrier and thus prevents
the transition rates from freezing out. The full derivation is given in the following.

For deriving a general formulation for the WKB approximation a transition α → β

is singled out by introducing

ξiα,jβ = e−βΩiα |Iiα,jβ|2δ(Eiα − Ejβ), (3.30)

with the vibrational overlap integral Iiα,jβ given by

Iiα,jβ =
�� ∞�
−∞

ηiα(Q)ηjβ(Q)dQ
��2. (3.31)

By approximating the PECs as harmonic, the vibrational wave functions can be ex-
pressed analytically by (3.23). The parabolic PECs for a charged and a neutral config-
uration are shown in Fig. 3.5, together with their eigenfunctions, and the vibrational
wavefunctions which are shown with dashed lines. While this analytical expression is
suitable for the lower eigenfunctions, the Hermite polynomials becomes very large for
higher energy levels leading to numerical instabilities.

For solving the integration in (3.31) efficiently, a WKB-based approximation of the
wavefunction ηiα introduced in (3.23) is used. The idea of the WKB approximation is a
semi-classical series expansion of a corresponding action with respect to h̄. In principle,
this expansion could be carried out at any point, however, typically it is done at the
classical turning point Qi. This case is also shown in Fig. 3.5. The expansion can be
classified in three regions, a classically allowed region between the turning points Qi and
Qj, which is described by an oscillating function and the classically inaccessible regions
which can be described by exponentially decaying functions (solid lines). The oscillating
function cancels out approximately when integrated and thus can be neglected [190].
In a similar manner, the exponentially decaying function which is far away from the
classical intersection point can be neglected. Therefore, the WKB wavefunction reduces
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Figure 3.5. The vibrational wavefunctions of harmonic potential energy surfaces can be
computed analytical. Since the analytical expressed wavefunctions (dashed lines) are rather
complicated and unwieldy for simplifications, a WKB approximation (solid lines) is used
which describes the wavefunctions in the classically forbidden regions well by capturing the
exponential decay.

to a single exponentially decaying function in the classically prohibited region

ηiα(Q) ≈ (−1)αCi�|kiα(Q, Eiα)|
e

1
h̄

Q�
Qi

kiα(Qk,Eiα)dQk

, (3.32)

with kiα(Q, Eiα) =
�

2m(Ui(Q)− Eiα) being the classical momentum. The full deriva-
tion of the WKB method is given in Appendix A.1. By normalizing ηiα(Q) the constant
Ci = (miωi/8π2)(1/4) can be computed, with ωi being the oscillator frequency [190].
The idea can also be seen in Fig. 3.5: The dashed lines show the analytical vibrational
functions (3.23), while the solid line is divided in the three regions, two exponential
decaying and a oscillating region. The integration is only done in the shaded regions be-
low the classical intersection point, since all other terms cancel out approximately. Close
to the classical turning points a singularity can be seen. Such singularities occur due to
the Taylor expansion used for the WKB approximation, as explained in Appendix A.1.
However, the overlap is dominated far away from the singularity, thus the singularity
gets neglected in the integration when using the saddlepoint method, as explained in
detail later in this section. For the calculation of the exact LSF given in (3.19), one does
not have to explicitly distinguish between weak and strong electron-phonon coupling,
hence the calculation is always the same regardless of the relative positions of the
PEC. However, by reduction to the exponential decaying functions in the classically
prohibited region, the sign of the decaying part needs to be considered. In the following,
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the deviation is done for the strong-electron-phonon coupling case, all occurring cases
are shown in Fig. 3.6 and are considered in the sign of the final result.
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Figure 3.6. There are 8 different relative positions of the potential energy surfaces which need
to be considered in the WKB based approximation of the transition rate: 4 positions in the
weak electron-phonon coupling regime and 4 in the strong coupling regime. Furthermore, it
is necessary to consider if the initial state is energetically above or below the final state and if
the classical barrier Ec is above or below the ground state Ej0.

As previously mentioned, the overlap integral (3.31) can be simplified using the
saddlepoint method [191]. For this, the overlap integral is first simplified using the
WKB wavefunction (3.32) to get

Iiα,jβ
∼=

����� CiCj�|kiα(Q, Eiα)|
�
|k jβ(Q, Ejβ)|

e
ϕiαjβ(Q,Eiα ,Ejβ)

2

�����
2

, (3.33)

where the phase ϕiαjβ(Q, Eiα, Ejβ) is given by

ϕiαjβ(Q, Eiα, Ejβ) =
2
h̄

Q�
Qi

kiα(Qk, Eiα)dQk − 2
h̄

Q�
Qj

k jβ(Qk, Ejβ)dQk. (3.34)

Exploiting the fact that the integral is dominated by the region near the point of station-
ary phase, which is given by Qc, which can be verified by solving for dϕiαjβ(Q)/dQ = 0,
the integral can be expressed as a function of Qc only:

Iiα,jβ(Eiα, Ejβ) ∼=
����� CiCj�|kiα(Qc, Eiα)|

�
|k jβ(Qc, Ejβ)|

× e
ϕiαjβ(Qc,Eiα ,Ejβ)

2

�
π

ϕkk
iαjβ(Qc, Eiα, Ejβ)

�����
2

.

(3.35)
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For this, the saddlepoint method is used, which is derived in Appendix A.2 and allows
the simplification of a general integral I of the form

I =
∞�

−∞

e− f (x)dx ∼= e− f (x0)

�
2π

f kk(x0)
(3.36)

when f k(x0) = 0 and f kk(x0) > 0 hold. Note that the overlap integral is not exactly of
this form, due to the Q dependence of the non-exponential prefactor. However, this
can be neglected, since the integral is dominated by the exponential term. A further
simplification requires to convert the quantized lineshape function containing α and β

to a continuous form

ξi,j(E, Ek) = e−βEi |Ii,j(E, Ek)|2δ(E − Ek) (3.37)

by using Eiα −→ E and Ejβ −→ Ek. The same can be done for the summation of the
eigenenergies

∞

∑
α=0

f (Eα) −→
∞�

E0

f (E)
dnα

dE
dE. (3.38)

Here, dα/dE is the density of states of the quantum mechanical harmonic oscillator

dα

dE
=

d
dE

� E
h̄ω

− 1
2

�
=

1
h̄ω

. (3.39)

The continuous lineshape function (3.37) can be used to express equation (3.19) as

kij(T) =
2π

h̄
|θij|2

Z

��
e−E/kBT|Ii,j(E, Ek)|2δ(E − Ek) 1

h̄ωi

1
h̄ωj

dEdEk. (3.40)

Evaluating the Dirac delta distribution and using the simplified version of the overlap
integral (3.35), the rate equation (3.40) simplifies to

kij(T) =
�

C2(E)e−E/kBT+ϕ(E,Qc)dE, (3.41)

with ϕ(E, Qc) being the continuous form of ϕαβ(Qc). The term C2(E) contains all non-
exponential terms depending on E

C2(E) =
2π

h̄
|θij|2

Z
1

h̄ωi

1
h̄ωj

����� CiCj�
2m(Ec − E)

�����
2

2π

ϕkk(Qc)
. (3.42)
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By applying the saddlepoint method a second time, the integral (3.41) can be evaluated
at the extremum E∗

dϕ(E)
dE

���
E=E∗ =

1
kBT

(3.43)

leading to

kij(T) = C2(E∗)e−E∗/kBT+ϕ(E∗)

�
2π

ϕkk(E∗)
. (3.44)

After insertion of all terms the final result reads

kij(T) =
2π

h̄
|θij|2

Z
1

h̄ωi

1
h̄ωj

����� CiCj�
2m(Ec − E∗)

�����
2

×

e−E∗/kBT+ϕ(E∗,Qc)

�
2π

ϕkk(E∗)
2π

d2ϕ/dQ2(Qc)
.

(3.45)

For obtaining the occurring phase ϕ(E) in the final result it is necessary to compute the
integral (3.34). This can be done analytically, resulting in the expression

ϕiαjβ(Qc, Eα, Eβ) =
−√

2
h̄

	
r1

	√
Ec
√

Ec − Eα√
ci

− Eα√
ci

ln
√

Ec − Eα + r2
√

Ec

r2
√

Eα

�
+s1

	√
Ec − ΔE

�
Ec − Eβ√cj

− Eβ − ΔE
√cj

ln

�
Ec − Eβ + s2

√
Ec − ΔE

s2
�

Eβ − ΔE

��
.

(3.46)

From this expression it is possible to get an analytic expression for the second derivative
d2ϕ/dQ2 and ϕkk(E). The factors r1, r2, s1 and s2 are necessary to differentiate between
WEPC and SEPC. Furthermore it is necessary to differentiate between an initial state
having a higher or a lower energy level than the final state and if the classical intersection
point is above or below the ground state of the initial or final state. The different
occurring cases are shown in Fig. 3.6 and the signs for the different cases are listed in
Tab. 3.2.

r1 r2 s1 s2
Qc < 0 1 -1 -1 -1

0 < Qc < ΔQ 1 1 1 -1
ΔQ < Qc -1 1 1 1

Table 3.2. Factors in analytic expression (3.46) of the overlap integral
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3.2.2 Benchmark of the WKB-Based 2-State NPM Approximation

The derived WKB-based approximation of the 2-state model is developed for the
limit of low temperatures. However, since characterization is often done in a broad tem-
perature window (in this work specially from room temperature to 4 K) it is important
to define the limits of the approximation and to check carefully if the models remain
valid over the whole characterization range.

Lifetime Broadening

For benchmarking the WKB based approximation against the full quantum me-
chanical model it is necessary to introduce a lifetime broadening of the Dirac delta
distribution δ(Eiα − Ejβ) occurring in the lineshape function (3.19) [192]. Without this
broadening, the overlaps of the wave functions would only be nonzero for perfect
energy level alignment Eiα = Ejβ. Therefore, the Dirac delta distribution is replaced by
a Gaussian distribution

δ(Eiα − Ejβ) =
1√
2πσ

e−
(Eiα−Ejβ)

2

2σ2 (3.47)

with σ being the width of the broadening. The choice of σ is crucial, however, not trivial.
Since the broadening is a thermal effect, σ should show a temperature dependence,
thus the simplest form of a linear dependence σ = kBT was chosen. At cryogenic
temperatures this broadening would disappear, however, excited states still show a
finite lifetime due to phonon emissions, and thus must be somehow affected by lifetime
broadening. Therefor, a sigma of the form

σ = max(σch̄ωi, kBT) (3.48)

was chosen, where σc is a constant normalized to the level energy spacing h̄ωi which has
the role of representing temperature independent lifetime broadening due to phonon
emissions. A variation of this constant is shown in Fig. 3.7 for σc between 1/5 and
3. Different values for σc lead to different saturation values of the lineshape function
towards cryogenic temperatures. The impact of σc gets smaller in the classical limit
where the lineshape functions approach the classical model for all chosen σc. As can
be seen, σc shows a saturation towards smaller values. The difference between σc =

1/5, 1/3 and 1 is quite small compared to the larger σc values. In this work σc = 1/3 was
chosen, to guarantee that there is always at least one overlap of vibrational functions in
the range of 3σ.

Temperature Dependence

The main motivation for using the full quantum mechanical model or the WKB
based approximation in favor of the much simpler classical approximation is to ensure
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Figure 3.7. The benchmarking of the WKB based approximation against the full quantum
mechanical model makes it necessary to smear out the Dirac delta distribution δ(Eiα

− Ejβ) in
the lineshape function (3.19) to a Gaussian function. The impact of different smearing widths
can be seen for different minimal widths σc between 1/5 and 3.

the validity of the computed transition rates at cryogenic temperatures. Therefore, the
benchmarking of the WKB based approximation against the full quantum mechanical
model is specially relevant for temperatures below room temperature.
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uÅ

ΔQ = 4
√

uÅ
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uÅ

ΔQ = 8
√

uÅ
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Figure 3.8. The full quantum mechanical lineshape function (solid) and the WKB based
approximation (dashed) for Rij = 1, ER = 2.5 eV and ΔEij = 0 eV do not freeze out for
different configuration coordinate displacements ΔQ, while the ΔQ independent classical
approximation (dotted) freezes out completely towards 4 K (left). This can be mapped to
an effective barrier lowering, which shows that the effective barrier is 0 eV at cryogenic
temperatures, while the classical effective barrier is almost temperature independent (right).

The lineshape function can be seen for a variation of temperatures between 4 K
and 500 K in Fig. 3.8 for different configuration coordinate displacements ΔQ between
2
√

uÅ and 8
√

uÅ. The full quantum mechanical model (solid) and the WKB based
approximation are almost perfectly on top of each other. Depending on the displacement
ΔQ the lineshape function starts to get constant below a certain temperature, while the
classical approximation of the lineshape function, shown as black dotted line, is ΔQ
independent and freezes out completely towards cryogenic temperatures. Using the
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computed lineshape function, it is possible to plot the effective barrier

Eeff = −kB
∂ ln(ξ(T))

∂(1/T)
. (3.49)

which can be derived directly from the Arrhenius law [185]. The effective barrier de-
creases to 0 eV at low temperatures as can be seen in Fig. 3.8 (right). Towards high
temperatures the effective barrier approaches the classical barrier. However, at room
temperature there is still a significant difference between the classical barrier and
the effective barrier for small ΔQ, which means that the classical approximation un-
derestimates charge transition rates of defects with small configuration coordinate
displacements by neglecting nuclear tunneling. The classical barrier shows only a
small temperature dependence arising from the temperature dependent prefactor in the
classical lineshape function.

The lineshape function can be seen for a variation of the energetic displacements in
Fig. 3.9. For low temperatures, the classical lineshape function gives reasonable values
only in a very small displacement window, in which the classical barrier is close to 0 eV.
The full quantum mechanical lineshape function and the WKB based approximation
on the other hand give comparable large values over a wide range of energetic offsets,
which explains the observed freeze-out of transition rates in the classical approximation.
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Figure 3.9. The forward and reverse lineshape functions ξij and ξ ji at T = 4 K (blue), T =

100 K (violet), T = 200 K (magenta) and T = 400 K (red) for different energetic displacements
ΔEij show that the classical approximation (dotted) gives large values only in a very narrow
interval where the classical barrier is close to 0 eV, while the full quantum mechanical version
(solid) and the WKB based approximation (dashed) have large values for a comparable wide
interval.

Parameter Scan

For a systematic comparison of the WKB based approximation and the full quantum
mechanical lineshape function the parameters ER, Rij, ΔQ, ΔEij, and T are being varied.
The variation of these parameters is done using the grid given in Tab. 3.3
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Parameter space
Parameter min. max. gridpoints

ER [eV] 0.5 6 10
ΔE [eV] -3 3 10

ΔQ [
√

uÅ] 1 6 10
Rij [1] 0.7 1.3 3
T [K] 4 500 10

Table 3.3. For benchmarking the WKB-based approximation against the full quantum me-
chanical transition rate of the 2-state NMP model the parameters defining the potential
energy curves, and thus the transition rates, are varied in the parameter space given above.

The lineshape function is computed for every combination of grid point parameters.
Since the lineshape function varies over many orders of magnitude, the logarithmic
lineshape function is used for defining the relative error made by the WKB-based
approximation compared to the full quantum mechanical computation

δrel =
ln(ξWKB)− ln(ξFQM)

ln(ξFQM)
. (3.50)

For the parameter variation shown in Tab. 3.3 more than 97% of the parameter combina-
tions result in a δrel in the interval [−1, 1], which corresponds to a difference of less than
one order of magnitude (for a quantity which varies over tens of orders of magnitudes).
This is illustrated in Fig. 3.10. Note that larger differences between the WKB-based
approximations and the full quantum mechanical 2-state model arise for temperatures
above 300 K. Here the overlap integral is not dominated by the exponential tail and
therefore the WKB-approximation leads to larger deviations.
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Figure 3.10. More than 97% of the parameters listed in 3.3 result in a relative error of the
logarithmic lineshape function in the interval [−1, 1]. This corresponds to a difference of one
order of magnitude which is considered acceptable in the context of transition rates which
typically vary over many decades.
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Computational Costs

As shown in the previous section, the WKB based approximation gives very accurate
results for the lineshape function over many orders of magnitude and a wide range
of parameters. Here the focus is set on analyzing the computational performance of
the WKB approximation, which is important in the context of compact modeling. The
computation time of the full quantum mechanical model depends on the number of
vibrational states which need to be considered, see Fig. 3.11. Large relaxation energies ER

and large energetic offsets ΔEij lead to a higher number of vibrational states contributing
to the lineshape function. Thus, with an increasing ΔEij the number of not negligible
elements in the overlap matrix grows, scaling with O(n2) where n is the index of the
highest included vibrational state. Since the computation of the overlap matrix is the
bottleneck of the full quantum mechanical model, the overall runtime of the exact model
also scales with O(n2), as is clearly shown in Fig. 3.11. The bottleneck of the WKB based
approximation is to minimize (3.43) for finding El. Finding El can be done by using
e.g. Newton’s method or other root-finding algorithm. Here, the energetic offset has no
impact on the root-finding algorithm as can be seen in the Fig. 3.11.
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Figure 3.11. The number of vibrational states contributing to the lineshape function increases
with increasing ΔEij and with it the number of elements in the overlap matrix (black line).
Since the computation of the overlap matrix is the bottleneck of the full QM lineshape
function (blue), the computation time increases with the same slope as the elements in the
overlap matrix. The numerical bottleneck of the WKB bases model (red) is finding the energy
E∗, which is independent of the number of vibrational functions.

With this numerical advantage of the WKB based model over the full quantum
mechanical 2-state NMP model defect sampling of thousands of defects is possible.
However, the WKB based model is not a closed form expression in the form of an equa-
tion set, because a root-finding algorithm needs to be applied for finding the effective
energy E∗. By assuming that the PECs of the two states have identical curvatures, the
WKB-based approximation can be further simplified to a real closed form expression, as
discussed in the next section.
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3.2.3 Approximation for Undistorted Potential Energy Curves

The WKB-based approximation for the 2-state NMP model is very accurate and
numerically superior to the full quantum mechanical summation. However, since
finding the effective barrier E∗ in the WKB-based approximation requires a Newton
solver, it is not a closed form solution and is thus numerically expensive compared to
the classical approximation. To further improve the computational performance, the
number of free parameters in the defect sampling can be reduced by assuming that
the deformation of PECs during charge trapping can be neglected, which is done by
fixing the curvature ratio of the PECs to R = 1. This is a reasonable approximation
and known from the classical model since R and ER are correlated in the 2-state NMP
model, allowing to fix R = 1 by adapting ER. By developing a Taylor expansion of the
classical barrier ε12 with respect to the energetic offset ΔE12 [MJJ2]

ε12 =
ER

(1 + R)2 +
R

1 + R
ΔE12 +O(ΔE2

12) (3.51)

it can be seen that for a wide range of R values a corresponding ER can be found
resulting in the same ε12, see Fig. 3.12. This allows finding (R, ER) pairs which are
experimentally almost indistinguishable. While in previous studies large curvature
ratios like R = 2.59 [136] have been used, this correlation allows using smaller ratios in
the value range of R = 0.8− 1.2, which is the typical range for oxide defects as extracted
from DFT calculations [185, MJJ2].

Figure 3.12. The charge transition barriers ε12/21 are experimentally very similar for a large
set of (R, ER) pairs along the curve ER/(1 + R)2 = const. This can be derived using a Taylor
expansion of the classical transition barrier (3.51) and allows to fix either R or ER.

By fixing R = 1, the WKB-based approximation can then be considerably simpli-
fied [193]. The lineshape function ξ can be computed by

ξ = ω

√
2π

2Dh̄
�
(coth γ + 1)e−El/2D2h̄2

+ (coth γ − 1)e−Eh/2D2h̄2�
. (3.52)
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with

D =

�
ω2

2
Δ2(2n + 1) (3.53)

and the dominant mode n = 1/(exp(2γ)− 1) where

γ =
h̄ω

2kBT
(3.54)

and

Δ =

�
2ER

h̄ω
. (3.55)

The oscillation frequency ω can be calculated directly from the relaxation energy ER for
a given configuration coordinate offset ΔQ

ω =

√
2ER

ΔQ
. (3.56)

Since R = 1, ωi = ωj holds and is referred to as ω. The energy levels El and Eh in
(3.52) are given by

El = ΔE − h̄ω − ER

Eh = ΔE + h̄ω − ER.
(3.57)

This set of equations allows a direct computation of the transition rate in the strong
electron-phonon coupling for the case that the final state is lower than the initial state.
The backward rate (which can not be computed with this set of equations, because here
the final state would be energetically higher than the initial state) can be computed
directly from detailed balance as it is done in classical 2-state NMP theory [180]. For
the case of weak electron-phonon coupling, the effective barrier can be replaced by the
fixed values derived in [136, 180].

The lineshape function can also be used for computing the effective barrier Eeff by

Eeff = − log(ξ)/β(T). (3.58)

The closed form expression for the lineshape function for undistorted potential
energy curves matches well with the full quantum mechanical 2-state model as can
be seen in Fig. 3.13 for ER = 4 eV and ΔE = 0 eV for various configuration coordinate
offsets.

46



3.3. 4-STATE NONRADIATIVE MULTIPHONON MODEL

0 100 200 300 400 500
T [K]

10−100

10−85

10−70

10−55

10−40

10−25

10−10

ξ i
j

[1
/e

V
] Full QM Model

WKB Approx.
Undist. PEC Approx.
Classical Model

ΔQ = 2
√

uÅ
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Figure 3.13. The lineshape function for undistorted potential energy curves (dashdoted)
matches well with the full quantum mechanical model (solid) and the WKB-based approxima-
tion (dashed) across various temperatures and configuration coordinate offsets for ER = 4 eV
and ΔE = 0 eV.

3.3 4-State Nonradiative Multiphonon Model

The 2-state NMP theory is very efficient for describing BTI on large-area devices,
where large ensembles of defects are simultaneously active. However, when looking
at the single defect level (RTN, TDDS), there are certain phenomena which can not
be explained with 2 states. A prime example for failing of the 2-state model is the
observation of anomalous RTN (aRTN), in which the RTN signal is interrupted for
longer periods of time [118]. This behavior can only be explained by introducing an
additional third state [194]. As can be seen in Fig. 3.14, a defect captures and emits a
charge with a high frequency transitioning between state 1 and 2. After a certain time, a
transition between state 2 and 2k happens and the defect stays for a comparably long
period in state 2k.
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Figure 3.14. Anomalous RTN can be explained by introducing an additional third state.

This observation combined with the knowledge from DFT simulations (see Section 2)
motivates the introduction of the 4-state NMP model. Additionally to the two stable
states 1 and 2 which occur in 2-state NMP theory, two additional meta-stable states 1k
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and 2k are introduced. A direct transition from one stable state to the other stable state
is only possible via one of the two meta stable states 1 = 1k = 2 or 1 = 2k = 2, see
Fig. 3.15. Analogously to the stable states, one-meta stable state is neutral while the
second meta-stable state is charged. The transition between a neutral and a charged
state, which would be the transitions 1k > 2 and 1 > 2k in Fig. 3.15 are modeled using
NMP transition rates, while transitions between a state and the meta-stable state with
the same charge 1 > 1k and 2 > 2k are thermal transitions which are described within
classical transition state theory leading to transition rates of the form k11k = ν0e−βε11k

where ε11k is a constant, i.e. gate voltage independent barrier.
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Figure 3.15. The state diagram for the 4-state NMP model shows two stable states 1 and 2 and
two meta-stable states 1k and 2k. A charge transition between the stable states is only possible
via the meta-stable states. A transition between a two states with the same charge (1 > 1k

and 2 > 2k) corresponds to a structural relaxation while a transition with a charge exchange
(1 > 2k and 2 > 1k) can be modeled as NMP transition. The corresponding configuration
coordinate diagram (right) shows the potential energy surfaces for the 4-state model.

Using the more complex potential energy surfaces shown in Fig. 3.15 allows to
express the four NMP and the four thermal transition rates as shown in [174]. This
rates allow obtaining the overall capture and emission time from one stable state to the
other. Using Markov theory, the probability pi of a defect to be in state i can be derived
enabling reliability simulations.
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Reliability Modeling

First models for MOS transistors to calculate the potential across the devices were
developed more than 50 years ago [195, 196]. In 1966 the Pao-Sah model using a double
integral formulation for solving the Poisson equation [197] was published. However, this
model was not feasible for integration in circuit simulations, because it was numerically
inefficient [198]. Therefore, later in 1978 the Pao-Sah model was simplified by Brews
employing the charge-sheet approximation [199] forming the basis for threshold-voltage
based models like BSIMv3 or MM9 [200]. For several years threshold-voltage based
models were mainly used in device simulations, however, due to discontinuities and
inaccuracies in inversion, surface-potential based models like PSP [201] or MM11 and
charge-based models like EKV [202], ACM [203] or BSIM-Bulk [204] became dominant.

The simulation framework used in this work is called Comphy (short for compact
physics) [136] and is based on surface potential computation, such as PSP and MM11.
Comphy has been developed for calculating the threshold voltage Vth changes for tran-
sient input parameters, that are the gate voltages VG and temperatures T. This is done
by defining a gate stack by its geometry and fundamental material parameters and by
using the electrostatics derived for a one-dimensional device. By sampling defects in the
oxide, degradation curves, e.g. the drift of the threshold voltage ΔVth extracted from BTI
measurements, can be simulated using a 2-state NMP model as discussed in Chapter 3.

4.1 Electrostatics of MOS Structures

By combining the one-dimensional Poisson equation with the charge neutrality
equation, a surface potential ϕS based expression for the space charge per unit area can
be derived [205]

QS = ±
√

2kBT
qLD

��
e−βϕS + βϕS − 1

�
+

n0

p0

�
eβϕS − βϕS − 1

��1/2
. (4.1)

Here, the positive sign refers to ϕS > 0 while the negative sign is used for ϕS < 0.

The abbreviation LD =
�

kBTε0εr,chan/p0q2 is the Debye length for holes with εr,chan
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being the relative permitivity of the channel. n0 and p0 are the electron and the hole
concentration in thermal equilibrium which can be efficiently computed using the Joyce-
Dixon approximation [206]. q is the elementary charge, and εr,chan is the permittivity of
the channel. For computing the temperature dependence of the Si band gap the model
proposed by Bludau [207] is used. For effective masses for the valence band and the
conduction band the models proposed by Lang et. al. [208] and Green [209] are used,
respectively. With this, effective densities of states, Fermi level, intrinsic Fermi level,
carrier concentrations, etc. can be computed as shown in [205].

By using simple electrostatic considerations [180] the following equation can be
derived

QS(ϕS)

Ck
ox

+ ϕS − VG + ΔEW,0 + EF,0 = 0, (4.2)

where ΔEW,0 is the intrinsic work function difference and EF,0 is the Fermi level in the
channel at thermal equilibrium. The oxide capacitance per area is given by

Ck
ox =

ε0εr,oxWL
dox

, (4.3)

where εr,ox is the relative permittivity of the oxide, W and L are channel width and
length, and dox is the thickness of the oxide. Equation (4.2) can be solved by using an
iterative scheme, e.g. a Newton solver to obtain ϕS. By considering the trapped charges
in the oxide, (4.2) can be extended to (4.4) which then allows to be minimized for ϕS

with

QS(ϕS)

Ck
ox

+ ϕS − VG + ΔEW,0 + EF,0 + Vtraps = 0, (4.4)

where Vtraps stands for the voltage shift caused by the oxide charges. The calculation
of ϕS is the central operation in surface potential based compact models and allows
to compute the potential curve across the insulator which is approximated as being
defect free. This enables computing the shift of trap levels and then the computation
of charge capture and emission rates using 2-state NMP theory, which is discussed in
detail in Section 3.2. Depending on the defect occupation and the defect density, a mean
captured charge can be computed at every time step for an ensemble of defects. The
sum of all charge states then leads to a shift of the threshold voltage. This finally results
in a transient ΔVth characteristics which can be compared to experimental data.

4.2 Defect Distribution in the Oxide

Using the electrostatics described in the previous section, the defect population can
be sampled in the oxide in a subsequent step. Every defect has a certain probability of
capturing and emitting a charge, which is determined by the transition rates kCB/VB

ij and
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kCB/VB
ji in (3.20) from 2-state NMP theory. Using these transition rates it is possible to

compute the occupancy of each trap according to the Master equations

dpi(t)
dt

= −pi

Nr

∑
r=1

kij,r + pj

Nr

∑
r=1

k ji,r

dpj(t)
dt

= pi

Nr

∑
r=1

kij,r − pj

Nr

∑
r=1

k ji,r,

(4.5)

where pi,j are the probabilities that a defect is in the initial/final state. These equations
include the interaction of each defect with all charge reservoirs r, which are in the case
of a MOSFET the valence and conduction band of the channel and the gate. The solution
of the differential equation system is

pj(t) =
kij

kij + k ji
+

�
pj(0)−

kij

kij + k ji

�
e−t(kij+kji) (4.6)

pi(t) = 1 − pj(t) (4.7)

and can be used to weigh the impact on the potential caused by the defects by

Vtraps = −ε0εrWL
NT

∑
n=1

qT,ndox(1 − xT

dox
) (4.8)

with

qT(t) = qpj(t) (4.9)

being the charge stored at a defect. Subsequently, the surface potential of the device can
be computed using (4.2). The shift of the potential compared to the initial time step then
gives the threshold voltage shift. The total threshold voltage shift thus depends on the
probability for a charge transition which itself depends on the defect parameters, the
applied gate voltage and the temperature as shown in Fig. 4.1. Note that in (4.8) the
contribution of a defect to the total Vtraps depends on its depth and is considered
according to the charge sheet approximation (CSA). However, recent studies have
shown that the CSA considerably underestimates the impact of a single defect on
the device performance, which might give rise to a slight overestimation of the trap
densities in the current version of Comphy [210, MJJ3, MJC1, MJC2].

Specified Defect Distributions

Each defect can be described by a set of model parameters: the relaxation energy
ER, the curvature ratio R, the trap level ET, the spatial position inside the oxide xT,
and the configuration coordinate offset ΔQ. The latter is only relevant when using a
quantum mechanical 2-state NMP transition rate. Typically, in large area devices an
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Figure 4.1. The mean charge state of a pre-existing oxide defect depends on the defect
parameters trap level ET, relaxation energy ER, curvature ratio R and position in the oxide
xT, on the applied gate voltage and the temperature. With these parameters it is possible to
compute transition rates kij and k ji using NMP theory which gives then the impact on the
electrostatics using the charge sheet approximation.

ensemble of defects is assumed to be distributed across a so called defect band. For
this, it has often been assumed that the trap level of defects is normally distributed,
that relaxation energies are normally distributed as well and that the spacial position
is uniformly distributed [136]. Since the curvature of the PECs is correlated with the
relaxation energy, it is not necessary to treat R as a stochastically distributed unit. Finally,
a uniform spatial defect concentration NT across parts of the dielectric is assumed. The
parameters can be seen in Fig. 4.2. The sampling of the defects can either be done by
Monte-Carlo sampling or more efficiently, the mean degradation of the defect band
can be computed by sampling the parameters on a grid and introducing a weighting
scheme.

x

E ET

xT

VG = 0 V

q

ER

R = const.
Δq = const.

VB
CB
Gate

Figure 4.2. A defect is described by the relaxation energy ER, the trap level ET, the spatial
position in the oxide xT, the curvature ratio R, and the configuration coordinate offset ΔQ.
While the latter two are correlated with the energies, xT is assumed to be uniformly distributed
and the energies are normally distributed in defect bands. With the specified distributions,
defects can then be sampled in the band using Monte-Carlo sampling.
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Effective Single Defect Decomposition

While the approach of using Gaussian trap bands has proven to be very success-
ful [136], it has the disadvantage that large relaxation energies, compared to values
obtained from DFT calculations of suitable oxide defect candidates [185], are required
eventually [MJJ2]. This can give rise to unphysically large charge transition times, as
exemplary shown for the shallow SiO2 trapband of the 28 nm technology examined
in [136] in Fig. 4.3, where the majority of all sampled defects shows transition times
above 107 s, which is experimentally inaccessible. The smaller time constants corre-
spond to the tail of the distribution of the relaxation energies. Thus, an alternative
approach using an effective single defect decomposition (ESiD) has been developed
to avoid artificially high relaxation energies. In this approach no assumptions on the
defect parameter distributions are made when the model is calibrated to experimental
data [MJJ2].

10−6 106 1018 1030 1042 1054

τ (s)

active inactive traps

0 2 4 6 8
ER (eV)

Figure 4.3. Gaussian trap bands as used in the 28 nm technology published in [136] show that
only a small part of the distribution results in active defects. The majority of the extracted
defect parameters of the trap band leads to charge transistion times above 107 s (left), and is
thus experimentally inaccessible. These large charge transition times correspond to relaxation
energies ER larger than compared to those derived from DFT calculations (right) and are thus
an artifact of the Gaussian distributions. Figure recreated from [MJJ2].

When using the ESiD approach, the total threshold voltage shift ΔVth is expressed
as superposition of the threshold voltage shifts caused by each defect δVth

ΔVth = ∑
ET,ER,xT,ΔQ

N(t; ET, ER, xT, ΔQ)δVth(ET, ER, xT, ΔQ) (4.10)

where N(ET, ER, xT, ΔQ) is the weight of each defect. Instead of assuming Gaussian
distributions for ET and ER, the ESiD algorithm employs a uniform parameter grid
sampled for ET, ER, xT and ΔQ. These parameters span a grid that is considered in
the response matrix (δV)(δV)(δV), where at every point i the response δVth is computed. By
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using the response matrix and defining the observation vector (ΔV)j(ΔV)j(ΔV)j = ΔVth(tj) a non-
negative linear least square (NNLS) algorithm can be used for computing the weights
(N)i(N)i(N)i = N(ET,i, ER,i, xT,i, ΔQi) to

NNN = arg min
N̂̂N̂N≥0

���(δV)(δV)(δV) · N̂̂N̂N −ΔVΔVΔV
���2

2
. (4.11)

Since this is mathematically an ill-posed problem that can lead to solutions with physi-
cally unrealistic high defect densities, a Tikhonov regularization [211] is added to ensure
that the least-square solution results in smoother defect densities

NNN = arg min
N̂̂N̂N≥0

���(δV)(δV)(δV) · N̂̂N̂N −ΔVΔVΔV
���2

2
+ γ2

���N̂̂N̂N
���2

2
(4.12)

where γ is the regularization parameter. The ESiD algorithm allows an efficient ex-
traction of trap parameters from measurement data which can be compared for their
agreement with DFT simulations [MJJ2, 212]
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Chapter 5

Measurement Setup and Technologies

In the following section two measurement setups will be introduced, one setup
where all devices have to be contacted manually and one setup with the additional
option of measuring array structures, which allows the characterization of thousands of
transistors which are digitally addressable. The two experimental setups are introduced
in more detail in Section 5.1. Using the toolset, various different technologies have been
characterized. An overview of all characterized technologies is given in Section 5.2. In
Section 5.3 the working principle of dedicated SmartArrays is explained.

5.1 Measurement Setup

Two different measurement setups have been used for measurements presented
in this work. A LakeShore CRX-4K cryogenic probe station is available, which uses a
closed cycle refrigerator (CCR) for cooling to cryogenic temperatures. For this, a CCR
compressor cools two separate stages via Helium lines. This allows to maintain elevated
temperatures at the sample during the cooling phase of the system to avoid condensa-
tion at the sample. The temperature of the chuck and the stages can be controlled using
a LakeShore Model 336 temperature controlling system. A turbo vacuum pump manu-
factured by Pfeiffer is used to guarantee a vacuum of around 10−6 hPa in the vacuum
chamber. Up to six thermally shielded probe arms are mounted to the cryogenic stage
which are equipped with Tungsten needles with a 10 µm tip radius to enable contacting
small structures. This allows to contact the samples using micro-manipulated stages
which enable translations in x, y and z direction. This setup has mainly been used for
the characterization of single transistors. Every device thereby needs to be contacted
manually, however, the probes need to be lifted during larger temperature changes to
avoid scratching pads due to thermal expansion or contraction. The probe arms are
connected via triaxial cables to a custom built measurement box, which is described in
more detail in [140, 213, 214].

The other setup uses a LakeShore PS-VLT-CPX probe station, which allows cooling
to 1.6 K using a conventional He dewar system. This can be done by lowering the
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pressure inside the sample stage heat exchanger with an additional rotary vane pump.
The probe arm assembly is the same as at the CRX-4K probe station (6 probe arms
which can be manipulated in x, y and z direction), however, additionally there is a
connection from the vacuum chamber to a custom designed 48-line break-out box. This
allows for the characterization of programmable arrays of thousands of transistors
using an adapted version of the custom built measurement box with ten synchronized
source-measure-units (SMUs) [140, 213, 214].

Figure 5.1. A LakeShare CPX-4K cryogenic probe sation (left) was used for time-zero and
reliability characterization of various technologies. A custom built measurement box with ten
SMUs (right) was used for the characterization of transistor arrays. Left two images courtesy
Lake Shore Cryotronics, Inc.

5.2 Investigated MOS Transistor Technologies

With the presented measurement setups the following technologies were used for
the characterization of transient curves, random telegraph noise and bias temperature
instability between 4 K and room temperature:

• Technology A: A commercial 28 nm bulk CMOS high-κ technology with a metal gate
contact. In a rapid thermal oxidation process a thin interface layer is processed on
the substrate. On top a HfO2 high-κ layer is stacked exhibiting an equivalent oxide
thickness (EOT) of 1.41 nm. The technology has been used for various characteriza-
tion methods: Time-zero characteristics have been recorded on large area devices
with the dimensions W × L = 10 µm × 1 µm as presented in Section 6.1. The same
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devices have been used for BTI measurements which are presented in Section 8.2.
Scaled devices with dimensions of W × L = 100 nm × 28 nm have been used for
variability measurements presented in Section 6.4.1. Devices with W = 100 nm
and different lengths of L = 70 nm, 100 nm, 135 nm, 170 nm and 200 nm have been
used for variability measurement shown in Section 6.4.2.

• Technology B: A commercially available 180 nm SiON technology has been used
as a simplified system to exclude trapping caused by the high-κ layer. Various
device dimensions are available for this technology. Note that for the time-zero
characterization the largest available geometry with W × L = 10 µm × 10 µm has
been used, see Section 6.1. At this geometry also BTI measurements have been
conducted, which are shown in Section 8.2. For the characterization of single
defects the smallest available geometry with designed dimensions of W × L =

220 nm × 180 nm has been used, and the corresponding measurement results are
presented in Section 7.4.

• Experimental Batch C: Novel nano-scaled MoS2 devices have been fabricated by
mechanical exfoliation of few-layer MoS2 on 20 nm SiO2/Si. Using electron beam
lithogrphy and plasma etching, the channel was patterned on selected flakes.
Afterwards, an evaporation and lift-off process has been used to create source
and drain contacts. The device batch was fabricated in a university cleanroom.
For RTN measurements presented in Section 7.5 devices with dimensions W ×
L = 70 nm × 70 nm have been used, and for TDDS characterization presented in
Section 8.3 devices with dimensions W × L = 100 nm × 70 nm are selected.

5.3 Characterization of SmartArray Structures

The first generation of imec-built SmartArrays was developed in 2013 [215]. Since
then, almost every year an updated version of the chip has been designed and taped out
using different technology nodes, geometries, doping profiles, etc. [216–219, MJC3]. An
overview of the different generations can be seen in Fig. 5.2. For this work, the designs
from 2017 [MJC3] and from 2018 are used.

SmartArrays have several advantages compared to measurements at single devices
where the devices have to be contacted manually in order to collect a statistical relevant
amount of data for a certain technology. The array structures are mounted and bonded
onto custom-built PCBs, which avoids the need of probes and allows to sweep over
the whole temperature range within one measurement without having the problem of
mechanical tension of the probes on the metal pads on the wafer chip. Furthermore,
it reduces condensation and contacting issues which regularly occur during manual
operation. However, the main advantage is the availability of thousands of transistors
which can be addressed individually using shift registers. The circuit topologies of the
2017 design of the SmartArray can be seen in Fig. 5.3.
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Figure 5.2. After the first generation of SmartArrays taped out in 2013 [215] containing 32000
commerically available devices fabricated within a 20 nm technology node, almost every year
an updated version with different devices, doping, geometries, etc. has been designed [216–
219, MJC3].

Figure 5.3. The circuit topology (a) of the SmartArray tape-out from 2017 allows to digitally
address 2560 devices with dimensions W × L = 100 × 28 nm2 via ten drain lines and 256 gate
lines using a shift register. The circuit can be accessed via pads (b-c). Figure taken from [217].

The 2017 tape-out consists of twelve blocks with either 2560 nMOS or pMOS
transistors of Tech. A each, with dimensions W × L = 100 × 28 nm2 which can be
addressed individually. Each block has 256 gate lines, which can be selected digitally
via shift registers and latches and ten drain lines, which can be connected to the ten
SMUs available in the custom-designed measurement tool. In the following sections,
this tape out will be referred to as SmartArray A.

The 2018 tape-out is produced in two different flavors, nMOS and pMOS of Tech.
A and will be referred to as SmartArray B in the following sections. One SmartAr-
ray contains 2500 transistors of one MOS type, see Fig. 5.4 (left). Five different geome-
tries are available, with 500 transistors per geometry. The available devices exhibit
W × L = 100 nm × {70, 100, 135, 175, 200}nm. The first 50 drain lines allow the selec-
tion of 500 devices of the smallest geometry using ten gate lines. The next 50 drain
lines correspond to the second smallest geometry and so on. To characterize the array
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Figure 5.4. The circuit topology of the SmartArray tape-out from 2018 (left) shows how 2500
devices can be addressed via ten drain lines and 250 gate lines. This can be done using a
shift register. The devices are organized in five blocks with 500 devices each, having different
lengths values W × L = 100 nm × {70, 100, 135, 175, 200}nm. The SmartArray is mounted and
bonded on a PCB (right) which allows to connect the array to a breakout box providing BNC
connectors.

it is encapsulated as shown in Fig. 5.4 (right) and bonded to a PCB. This allows to
connect the pads to a breakout board in order to interface the bonded SmartArray in
the cooled vacuum chamber to the measurement equipment at room temperature. The
measurement equipment presented in this chapter has been used to measure time-zero
characteristics and variability measurements which are shown in Chapter 6, charge noise
characteristics presented in Chapter 7 and BTI characteristics discussed in Chapter 8.
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Chapter 6

Time-Zero Characterization

Understanding the time-zero properties of a device under test is the basis for every
variabiltiy and reliability study of a certain technology. The reason is that ID(VG) and
CV curves show not only a strong dependence on drain bias or device dimensions, but
also on the device temperature. The temperature dependence is caused by reduced
phonon-scattering, which increases the mobility of the charge carriers. Furthermore, the
temperature-dependent shift of the Fermi-levels, the temperature dependence of the
carrier distributions and the band gap also seriously affect the device characteristics.
All these effects can change the shape of ID(VG) and CV curves dramatically, which
has in turn a strong impact on any reliability study. The impact of the temperature on
the transition curves is discussed detailed in Section 6.1, the impact on CV curves is
discussed in Section 6.2.

Additionally, quantum mechanical effects become dominant towards cryogenic
temperatures, which do not occur in the classical limit. An example for this is resonant
tunneling caused by quantum dots. This effect has been measured across various
MOSFET technologies and is presented in Section 6.3.

After studying the temperature dependent time-zero characteristics on large-area
devices, the characteristics are studied on SmartArrays, employing thousands of devices
which can be addressed digitally. This enables the study of the temperature dependence
of the variability of parameters which are an important measure for the MOSFET
performance of the devices. This has been done for two different SmartArray generations
with various geometries. The results are presented in Section 6.4.

6.1 Transfer Characteristics

The most widely used method for device characterization is the analysis of the
ID(VG) curve of a single MOSFET. This can be done for a pristine or a stressed device
and allows the extraction of important quantities which determine the quality and
performance of a MOSFET. To record an ID(VG) curve, VD is kept constant, while VG is
swept from deep depletion to inversion. From the recorded ID(VG) curve it is possible to
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extract multiple quantities like sub-threshold swing SS, threshold voltage Vth, on-state
current ION, transconductance gm, or leakage current IOFF, as shown in Fig. 6.1. All
these parameters depend not only on the device dimensions, but also show a strong
temperature dependence as can be seen by a comparison of the ID(VG)-curve for 4 K
and 298 K in Fig. 6.1. Depending on the examined quantity, ID(VG) curves are plotted on
a logarithmic scale (particularly for subthreshold quantities) or on linear scales as can
be seen in Fig. 6.1 (right). The temperature dependence of the transfer characteristics
can be seen for Tech. A in Fig. 6.2 (top) and Tech. B in Fig. 6.2 (bottom) for both, nMOS
and pMOS. Towards 4 K the ID(VG) curve becomes steeper and the threshold voltage
and on-state current increase.
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Figure 6.1. The schematic ID(VG) curves for 298 K and 4 K show a strong temperature depen-
dence which influences various important device parameters, such as the on-current ION, the
subthreshold swing SS, the leakage current IOFF, the (maximal) transconductance gm, or the
threshold voltage Vth which can be defined at a constant current Icc or with the maximum
transconductance max(gm).

6.1.1 Subthreshold Swing

The steepness of the ID(VG) is well-know as sub-threshold slope and is central for
the switching between ON-state and OFF-state of a transistor and thus an essential
performance criterion. For device characterization often the reciprocal value is used,
which is known as subthreshold swing SS. In the classical limit, the SS is defined in the
weak inversion regime and given by [220]

SS =
∂VG

∂ log10(ID)
= ln(10)

kBT
q

Cox + CD + Cit

Cox
= m ln(10)

kBT
q

, (6.1)

where Cox is the capacitance of the oxide, CD the depletion capacitance and Cit the
capacitance of the interface states. The factor m which is defined by the capacitances
is often called subthreshold-swing factor. The minimal value for SS at a certain tem-
perature is reached in the limit CD → 0 F, Cit → 0 F and Cox → ∞ F. Experimentally,
SS can be extracted using a linear fit for the subthreshold region of the logarithmic
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Figure 6.2. The transfer characteristics of Tech. A (top) and Tech. B (bottom) show qualitatively
a similar behavior for both pMOS (left) and nMOS (right). Towards 4 K the ID(VG) gets steeper
and ION increases. All ID(VG) curves intersect close to a zero temperature coefficient point.

ID(VG) curve. By doing so the temperature dependence of SS can be extracted from
ID(VG) measurements, and is shown in Fig. 6.3.
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Figure 6.3. At temperatures above around 150 K, the subthreshold swing follows the Boltz-
mann relation (black line). Towards cryogenic temperatures it starts to saturate which can
be seen for pMOS (left) and nMOS (right). This behavior has been observed for various
technologies and can be explained by band tail states [110].
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According to the classical Boltzmann thermal limit SS is defined as m ln(10)kBT/q.
Here, m is the subthreshold-slope factor which can be approximated by m = ∂VG/∂ϕS

with ϕS being the surface potential. The classical Boltzmann thermal limit is experi-
mentally not accessible below around 100 K, but starts to saturate towards a constant
value. This can be seen in Fig. 6.3 for Tech. A for pMOS (left) and nMOS (right). This
saturation effect of the subthreshold swing has been measured across multiple different
FET technologies as shown in [110]. The deviation from the Boltzmann thermal limit
can be explained by band tail states near the interface between the substrate and oxide.
These band tail states occur for example due to static or dynamic disorder from interface
defects, impurities or electron-phonon scattering and lead to a blurred band edge. This
can be modeled precisely using Gauss hypergeometric functions for the band tails [221].
However, these functions require a large computational effort compared to a simplified
model using exponential band tails g(E), as can be seen in Fig. 6.4, which is derived in
detail in [MJJ4].

Figure 6.4. Crystalline disorder leads to blurred band edges. These can be modeled assuming
exponentially decaying band tail states depending on a critical temperature Tc. This widened
band edge contribute to the energy scan by the Fermi distribution and can explain the
saturation of the subthreshold slope. Figure taken from [MJJ4].

As shown by Beckers et al. [MJJ4] the introduction of a critical temperature Tc,
which is typically around 30 K to 50 K, allows the adaption of the classical SS to

SS = m
kBT

q
ln(10)bc (6.2)

with

bc =
1 + f (θ) · y

1 + θ · f (θ) · y
(6.3)

f (θ) =
π · (θ − 1)

sin(πθ)
(6.4)
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and

y = exp
�
(1 − θ)

� x
kBT

��
. (6.5)

In this closed form expression x = EC − EF is the energetic offset between the conduction
band and the Fermi level and θ = T/Tc. This closed-form simplification of the model
presented in [221] describes the temperature dependence of SS and the occurring
saturation efficiently and is thus well suited for usage in commercial device simulators.

6.1.2 Transconductance

The transconductance gm (short for transfer conductance) relates the drain current
with the gate voltage via

gm =
dID

dVG
(6.6)

at a constant VD. Towards lower temperatures, electron-phonon scattering gets reduced,
leading to a higher carrier mobility. This has the effect of an increasing transconductance,
as can be seen in Fig. 6.5 for Tech. A for both pMOS (left) and nMOS (right). The overall
shape of gm gets steeper because the Fermi-Dirac distribution becomes narrower at low
temperatures. The point of maximum gm which also gets continuously larger for lower
temperatures, as can be seen in Fig. 6.5 (bottom), is widely used for the definition of the
threshold voltage, as discussed in the upcoming section in detail.

It has to be noted that the gm characteristics shows a maximum for each transistor.
The point of max(gm) can become degraded due to higher contact resistance or an
increase in the number of interface states. The latter affect gm, because the mobility of
the carriers reduces due to Coulomb scattering at interface defects. This effect is delib-
erately used to link a decreasing max(gm) to an increasing concentration of interface
defects [180].

6.1.3 Threshold Voltage

The threshold voltage Vth of a MOSFET is the minimal gate voltage VG which
needs to be applied to turn the device on, which means creating a conduction path
between source and drain [220]. While SS or transconductance are well defined, there
are multiple definitions for the threshold voltage. In this work, two different methods for
extracting the threshold voltage from measurements will be used: The constant current
method and the max(gm) method, referred to Vth,cc and Vth,gm, respectively. For the
constant current method, a constant current Icc is defined at which the corresponding
threshold voltage Vth,cc is extracted, as can be seen in Fig. 6.1(a). For the max(gm)
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Figure 6.5. The shape of the transconductance shows a strong temperature dependence
for both pMOS (left) and nMOS (right) of Tech. A. The steeper and sharper gm at 4.2 K can
be explained by the sharper Fermi-Dirac distribution at cryogenic temperatures; max(gm)

increases at lower temperatures because the mobility increases due to reduced phonon-
scattering.

method the point of max(gm) is extracted. Then the intersection point of the tangent
line with ID = 0 A is found. The corresponding voltage is defined as Vth,gm.

An extraction of Vth,cc and Vth,gm is shown for Tech. A in Fig. 6.6 for pMOS (left) and
nMOS (right). As can be seen, with the two methods not the same threshold voltage
values are extracted, in fact, they do not even exhibit the same temperature dependence.
In the case of pMOS, Vth,cc decreases by approximately 350 mV while Vth,gm decreases
only by approximately 200 mV when the temperature is changed from 300 K to 4 K.
Even worse is the difference for nMOS. Here not only a difference in the absolute shift,
but also a change of the shape for the T-dependence can be observed. While for pMOS
the T-dependence is almost perfectly linear, the nMOS device shows a saturation of
the threshold voltage, which is stronger for Vth,cc than for Vth,gm. This rather complex
T-dependence of the different Vth definitions is discussed in detail in [111]. By discussing
the impact of the temperature dependence of the bulk Fermi potential, dopant freezeout,
field-assisted dopant ionization, bandgap widening and interface traps, Beckers et. al.
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model Vth and show that the saturation of Vth for nMOS towards 4.2 K can be explained
by the presence of interface defects in combination with the shift of the bulk Fermi
potential [111].
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Figure 6.6. The threshold voltage increases towards cryogenic temperatures for both nMOS
and pMOS of Tech. A. Different definitions and extraction methods of Vth lead to a different
T-dependence which is discussed in detail in [111].

The threshold voltage plays an important role for the evaluation of the reliability
of a certain technology. It is often used as reference before applying stress to a device.
During stress the shape of the ID(VG) curve can change, which is often simplified by
assuming a parallel shift of the whole ID(VG) curve. The change in Vth extracted from
the initial and stress device is often compared. For this, Vth needs to be extracted from
the ID(VG) which makes it necessary to decide on a certain definition. These methods
are discussed in detail in the upcoming sections about reliability characterization.

6.1.4 ON-State Current

The ON-state current ION is extracted in the saturation region, typically at VG = VDD.
ION for Tech. A pMOS (left) and nMOS (right) can be seen in Fig. 6.7, extracted at
VG = −1 V and VG = 0.85 V, respectively. As can be seen, ION decreases for pMOS
and increases for nMOS with decreasing temperatures, which can be explained by the
increasing mobility of the charge carriers. This means that at cryogenic temperatures the
efficiency of MOS devices increases, which is beneficial for the performance of circuits
at these temperatures.

6.2 Capacitance-Voltage Measurements

Not only measuring of ID, but also measuring the gate capacitance allows the
extraction of defect related parameters. First a reference CV curve is measured and then
the device is stressed under well defined conditions. Afterwards, a second CV curve is
recorded and from the variation between the pre- and post-stress CV curves one can
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Figure 6.7. The ON-current of Tech. A decreases for pMOS (left) and increases for nMOS
(right) towards 4.2 K. This can be explained by the increasing mobility due to reduced
phonon-scattering.

extract various defect properties. However, in this work, CV curves have not been used
for defect characterization, but are important for the calibration of the electrostatics of
our reliability simulator Comphy, which will be introduced detailed in Section 4.

For recording a CV curve a DC-voltage VG is applied at the gate of the device under
test (DUT) which is superposed with small AC signal, which typically has a frequency
between 10 kHz and 1 MHz. The mean voltage VG is then swept from accumulation
to inversion. By measuring the gate current at every VG-step, the capacitance can be
computed by

C =
IG

2π f VAC
(6.7)

with f being the used frequency, VAC being the amplitude of the AC-signal and IG being
the measured gate current. Depending on the defect properties and the charge trapping
kinetics, the shape of the CV curves can change which makes CV measurements a
powerful tool for reliability characterization which provides valuable information about
the energetic position of the traps [140, 222].

The CV curves in Fig. 6.8 were recorded on Tech. B employing a Keithley 590 CV
analyzer using a frequency of f = 100 kHz and are plotted normalized by Cmax. The
temperature has been swept from 4 K to 300 K. As can be seen for both nMOS and pMOS,
the transition between depletion and inversion becomes sharper towards cryogenic
temperatures. This is because the Fermi distribution becomes sharper and thus scans a
smaller energy region. Figure taken from [MJC4].

6.3 Resonant Tunneling at Cryogenic Temperatures

Transistors used in digital applications should be able to switch between ON-state
and OFF-state as quickly as possible. At cryogenic temperatures, the switching between
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Figure 6.8. CV curves measured on Tech. B for temperatures between 4 K and 300 K using
an AC-frequency of f = 100 kHz. Towards cryogenic temperatures the transition between
depletion and inversion gets sharper due to the sharper Fermi distribution.

ON- and OFF-state is superior compared to room-temperature, because of the increased
ON-state current and the increased transconductance. However, at scaled devices
resonance phenomena have been observed across various technologies including 40 nm
bulk [223], 28 nm bulk CMOS [200, 224], 40 nm SOI [225], 22 nm FDSOI [226] and 16 nm
FinFET [227], which can lead to large humps in the transition from the OFF- to ON-
state. Such humps have been measured on Tech. A on nMOS SmartArray A (Fig. 6.9
(left)) with dimensions W × L = 100 nm × 28 nm at 4.2 K with VD = 50 mV [MJC5]
and on a device of the nMOS-flavored SmartArray B in Fig. 6.9 (right) with dimensions
W × L = 100 nm × 70 nm at 4.2 K with VD = 5, 10, ..., 50 mV.
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Figure 6.9. Resonant tunneling measured at cryogenic temperatures on nMOS of Tech. A using
SmartArray A (left) and SmartArray B (right). The oscillations caused by resonant tunneling
fade out with increasing VD. Figure taken from [MJC5].

These humps in the ID(VG) curves can be extremely prominent and can even lead
to a negative transconductance gm, as can be seen in Fig. 6.10.

The resonances are caused by quantum confinement in the channel due to ionized
dopants, impurities or defects. Resonant tunneling leads then to the occurring resonance
in ID. In literature, this is often referred to as Coulomb oscillation [223, 224, 227]. The
resonance shows a large VD and temperature dependence. A larger VD leads to a fade
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Figure 6.10. Distinctive oscillations, as can be seen in Fig. 6.9 (right), can lead to a negative
transconductance. This effect fades out with increasing VD and towards higher temperatures.

out of the resonance, as can be seen in Fig. 6.9 (left). This is caused by the drain-induced
barrier lowering (DIBL) effect which allows more carriers to overcome the barrier and
diminishes the reduced conductance caused by the resonance [227]. Towards higher
temperature the resonance fades out, because the higher thermal energy allows more
carriers to overcome the occurring tunneling barriers [227].

6.4 Variability Characterization

The characterization of time-zero properties is central for determining the perfor-
mance of transistors. This characterization is typically done on single transistors using
probe stations with manual needle arms. Using this approach, the collection of a large
set of measurement data is extremely time consuming and makes variability studies
unfeasible. However, a small variability is, specially for cryogenic applications which
typically use a very low VDD, inevitable. Therefore, a different approach is used based
on SmartArrays with thousands of transistors which can be addressed individually as
explained in detail in Section 5.3. This allows to conduct measurements on thousands
of pristine devices efficiently and to characterize the variability and mismatch of DUTs
between 4.2 K and room temperature.

SmartArray A and SmartArray B were characterized by Alexander Grill and the
author of this thesis during research visits at imec in 2019 and 2021, respectively. Mea-
surement results have been published in [MJC3, MJC5].

6.4.1 Variability Study on SmartArray A

SmartArray A consists of twelve Blocks with 2 560 transistors per block, in to-
tal 30 720 transistors of Tech. A with W × L = 100 nm × 28 nm, and is described
in detail in Section 5.3. For the variability study, for each temperature of the set
T ∈ {4.2 K, 77 K, 150 K, 225 K, 300 K} two blocks of pristine nMOS devices (5 120 transis-
tors) have been characterized. For this, transfer characteristics between VG = 0 V and
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VG = 1 V have been recorded in the linear and saturation region using VD = 50 mV and
VD = 1 V, respectively.

The recorded transfer characteristics in the linear region are shown for RT and 4 K
in Fig. 6.11 (a,c). The red arrows in the subthreshold region indicate that the variability
increases towards cryogenic temperatures. This holds specially true in the subthreshold
regime. The same can be observed for the transconductance gm in Fig. 6.11 (b,d). Also
for gm the variability increases towards 4 K. The variability has a maximum at the same
VG, at which gm has a maximum.

(a)

(b)

(c)

(d)

Figure 6.11. Transfer characteristics measured on 2 560 devices of SmartArray A at various
temperatures. The variability in the subthreshold region at RT (a) is smaller compared to 4 K
(c), as indicated by the red arrows. The same holds true for the derived transconductance in
(b,d). Figures taken from [MJC3].

An increased variability in the subthreshold region has been reported before [228,
229]. Typically, it is attributed to resonant tunneling caused by surface roughness, defects
or dopants. The resonance leads to humps in the transfer curves or to a double threshold
behavior and therefore massively increases the variability [MJC3, MJC5]. The role of
resonant tunneling is discussed in more detail in Section 6.3. The four selected transfer
lines from this measurement set in Fig. 6.9 (left) show clearly how resonant tunneling
affects the variability.
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The variability of Vth,gm , SS, ION and max(gm) extracted from the recorded transfer
curves in the linear region can be seen in the quantile plots in Fig. 6.12 (a,b,c,d), respec-
tively. A significant increase in the variability towards cryogenic temperatures can be
seen only for max(gm). Vth,gm , SS and ION show the well known temperature depen-
dence discussed in detail in Section 6.1, however, the variability stays approximately
constant. The measurement at 300 K shows an offset which can be most likely attributed
to leakage stemming from broken devices.

(a)

(b)

(c)

(d)

Figure 6.12. In the quantile plots of Vth,gm , SS, ION and max(gm) extracted in the linear
region all parameters show the well known temperature dependence discussed in Section 6.1.
While the variability of Vth,gm , SS and ION shows no temperature dependence, it significantly
increases for max(gm) towards cryogenic temperatures. The offset of the measurement at
300 K can be most likely attributed to leakage stemming from broken devices. Figures taken
from [MJC3].

The quantile plots in Fig. 6.12 correspond to the main diagonal in the correla-
tion plot for the linear regime in Fig. 6.13 (top). The correlation plot in Fig. 6.13 (bot-
tom) corresponds to an equivalent measurement set in the saturation region. While
max(gm) shows a strong variability increase in the linear region, the variability is rather
constant across all temperatures in the saturation region. The same holds true for SS,
Vth,gm and ION.

The histograms above the main diagonal show a strong negative correlation between
Vth,gm and ION in both the linear and the saturation region. This can be explained by

74



6.4. VARIABILITY CHARACTERIZATION

the fact that Vth,gm is defined using max(gm) but ION is defined at a constant voltage
VG = 0.9 V instead of a constant overdrive. The strong positive correlation between
ION and max(gm) is caused by the effect that both are strongly affected by the increasing
mobility. Both correlations slightly decrease towards cryogenic temperatures. This could
arise from mobility saturation, but also from other effects like the more dominant contact
resistance at 4.2 K [MJC5]. The leaking measurements can be clearly seen in the scatter
plots below the main diagonal, where the cloud at 300 K shows a clear offset.

In essence, the same relations as in the correlation plots can be seen in the mismatch
plots for the linear region and the saturation region in Fig. 6.14 (top) and (bottom),
respectively. The parameter mismatch is defined by the difference of a parameter of two
neighboring devices, e.g.

ΔION(N + 1) = ION(N + 1)− ION(N). (6.8)

This definition takes both pairs {N + 1, N} and {N, N − 1} into account.
As shown before in the correlation plots, the histograms above the main diagonal

show strong correlations between ΔVth,gm and ΔION and between Δ max(gm) and ΔION.
The variability of the mismatch is slightly higher at cryogenic temperatures compared to
RT, as can be seen in the main diagonals. This effect is most dominant for the mismatch
of max(gm). The offset in the measurement at 300 K cancels out in the mismatch plot.

For the set of measured transfer curves, mean SS, max(gm), Vth,gm and ION can
be computed. As can be seen in Fig. 6.15, the mean values for both the linear and the
saturation region show the same behavior discussed for large area devices in Section 6.1.
The mean SS shows the typical saturation towards cryogenic temperatures, which is
explained by band tail states, see Section 6.1.1. The mean max(gm) and ION increase at
lower temperatures due to the increasing charge carrier mobility caused by less phonon
scattering, as discussed in Section 6.1.2 and 6.1.4. The bars showing the confidence
interval of one-sigma clearly show the increasing variability of max(gm). The increasing
Vth,gm and ION show a slight saturation behavior, which again can be explained by band
tail states.

6.4.2 Variability Study on SmartArray B

SmartArray B exists in two variations, either with 2 500 nMOS or pMOS transistors
of Tech. A. All transistors have a width of W = 100 nm, while there are sets of 500 devices
with lengths L ∈ {70 nm, 100 nm, 135 nm, 170 nm, 200 nm}. A detailed description of
SmartArray B can be found in Section 5.3. For every set of dimensions, transition curves
have been recorded for the temperatures T = 4.2 K, 77 K, 150 K, 225 K, and 300 K in the
linear region using VD = 50 mV and in the saturation region using VD = 1 V.

The recorded transfer curves are shown in Fig. 6.16. For both the linear and the satu-
ration region and across all gate lengths the ID(VG) curves shift and get steeper towards
4.2 K, as is well known from large area devices and discussed in detail Section 6.1. The
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Figure 6.13. The correlation plots for the linear (top) and saturation (bottm) region show
in the main diagonal that the variability of max(gm) increase towards 4 K, while it stays
approximately constant for SS, Vth,gm and ION. The strong negative correlation between
ION and Vth,gm can be explained by the definition of ION at VG = 0.9 V, while the strong
positive correlation between max(gm) and ION is caused by the fact that both depend on the
increasing mobility towards 4 K. The scatter plots show the damaged devices used at 300 K.
Figures taken from [MJC5].

transfer curves shift to higher gate voltages with increasing lengths, as it is well known
from literature. The ID(VG)-curves show a large asymmetry between nMOS and pMOS,
which is not predicted by the PDK. The reason for that is still debated.

Using the recorded transfer curves in Fig. 6.16, the transconductance gm can be
derived for all drawn dimensions and measurement regimes, as can be seen in Fig. 6.17.
The gm curves show clearly, that the variability in gm increases towards cryogenic
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Figure 6.14. The same general trends can be seen in the mismatch plots for the linear (top) and
the saturation (bottom) regime as before in the correlation plots Fig. 6.13. The variability of
Δ max(gm) increases towards 4 K while it stays approximately constant for ΔSS, ΔVth,gm , and
ΔION. The histogram above the main diagonal strong negative correlation between ΔION and
ΔVth,gm which can be explained by the definition of ION at VG = 0.9 V. The strong positive
correlation between Δ max(gm) and ΔION is caused by the fact that both depend on the
increasing mobility towards 4 K. The damaged devices used at 300 K can not be seen in the
mismatch plots. Figures taken from [MJC5].

temperatures. The maximum variability is in the same gate voltage region as max(gm).
Moreover, it can be seen that the variability increases towards larger device dimensions.
The asymmetry in the transfer curves propagates to the transconductance, leading to a
gm in nMOS devices which is approximately by a factor 0.5 larger than in pMOS devices.
The point of the maximum transconductance of the devices with L ≥ 135 nm is in the
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Linear region Saturation region

Figure 6.15. The mean values of SS, max(gm), Vth,gm , and ION in the linear and in the satu-
ration region show the same behavior as large area devices. SS shows a typical saturation
behavior, Vth,gm , max(gm), and ION increase towards 4 K. The confidence interval of one-
sigma shows that the variability of max(gm) increases while it stays approximately constant
for all other parameters. Figures taken from [MJC5].

saturation region very close to the edge of the measurement window, or even outside of
the window. This makes a further analysis of derived parameters difficult.

As it has been done before for SmartArray A, the recorded set of transition curves
allows to analyze the correlation and mismatch of SS, max(gm), Vth,gm , and ION for
every used dimension. Exemplary, correlation and mismatch plots for nMOS and
pMOS in the linear region are shown in Fig. 6.18 for the smallest geometry W × L =

100 nm × 70 nm. The variability for both nMOS in Fig. 6.18 (top) and pMOS in Fig. 6.18
(bottom) behave similar as for SmartArray A. The strongest variability increase towards
cryogenic temperatures can be seen in max(gm). However, there is also a variability
increase in SS and in ION, as can be seen in the quantile plots in the main diagonal.
As observed before for SmartArray A, there is a strong negative correlation between
ION and Vth,gm , which can again be explained by the definition of a constant VG = 0.9 V.
The strong positive correlation between ION and max(gm) is caused by the strong
dependence on the mobility of both parameters. Towards cryogenic temperatures the
correlations decrease slightly, which may be explained by relatively stronger contact
resistance. The same observations can be made for the variability of the pMOS devices
with W × L = 100 nm × 70 nm.

The same overall trends can be observed in the mismatch plots for nMOS in Fig. 6.19
(top) and pMOS in Fig. 6.19 (bottom). The parameter mismatch, which is defined as the
difference in a certain parameter of neighbored transistors shows the strongest variabil-
ity increase in Δ max(gm). There is also a strong variability for the lowest measured tem-
perature T = 4.2 K in ΔSS. The strong correlations between ΔION and Δ max(gm) and
between ΔION and ΔVth,gm have been observed before in the correlation plots and are
caused by the same mechanisms.
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Linear Region Saturation Region

(a) L = 70 nm (b) L = 70 nm

(c) L = 100 nm (d) L = 100 nm

(e) L = 135 nm (f) L = 135 nm

(g) L = 170 nm (h) L = 170 nm

(i) L = 200 nm (j) L = 200 nm

Figure 6.16. The measured transition curves on SmartArray B for W = 100 nm and
increasing lengths in the linear (a,c,e,g,i) and saturation (b,d,f,h,j) region from L =

70 nm, 100 nm, 135 nm, 170 nm up to 200 nm. With increasing L the absolute Vth shifts to
higher voltages. The temperature dependence of the set of transition curves behaves in the
same way as for large area devices in Section 6.1.
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Linear Region Saturation Region

(a) L = 70 nm (b) L = 70 nm

(c) L = 100 nm (d) L = 100 nm

(e) L = 135 nm (f) L = 135 nm

(g) L = 170 nm (h) L = 170 nm

(i) L = 200 nm (j) L = 200 nm

Figure 6.17. The transconductance for various drawn dimensions and temperatures in the
linear and saturation region can be derived from the recorded transition curved in Fig. 6.16.
gm clearly shows an increasing variability towards 4.2 K and towards smaller gate lengths.
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Figure 6.18. The correlation plots for nMOS (top) and pMOS (bottom) with drawn dimen-
sions W × L = 100 nm × 70 nm show an variability increase in max(gm) and in SS towards
cryogenic temperatures. A strong negative correlation between ION and Vth,gm is caused
by the definition of ION at a constant VG. The strong positive correlation between ION and
max(gm) occurs because both depend directly on the mobility. The correlations decrease
towards 4.2 K because the relative impact of the contact resistance increases.

The recorded transition curves in Fig. 6.16 allow not only the analysis of the vari-
ability but also of the impact of dimension and temperature variation on the mean SS,
max(gm), Vth,gm , and ION as it can be seen in Fig. 6.20 and 6.21 for nMOS and pMOS,
respectively. In both, the linear region and the saturation region the parameters listed
earlier have been extracted for transition curves on all 500 available transistors per ge-
ometry on SmartArray B. This has been done for T = 4.2 K, 77 K, 150 K, 225 K and 300 K.
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Figure 6.19. The corresponding mismatch plots to the correlation plots in Fig. 6.18 show the
same overall trends for nMOS (top) and pMOS (bottom). There is a strong variability in-
crease of max(gm) towards cryogenic temperatures and strong correlation betweens ION and
Vth,gm and between ION and max(gm) which decrease towards 4.2 K.

The extracted mean values are represented with a confidence interval of one-sigma.
The increasing confidence intervals towards cryogenic temperatures for max(gm) are in
agreement with the correlation plots in Fig. 6.18.

The trends of the mean values are in agreement with the trends measured on large
area devices in Section 6.1 and on SmartArray A. As expected, mean max(gm) and
mean ION increase for nMOS and decrease on pMOS towards cryogenic temperatures
due to the increasing mobility. max(gm) shows a saturation in the saturation region
while ION shows a saturation for both VD conditions. Smaller gate lengths result in
a larger max(gm) and ION as expected from basic MOSFET theory. The well studied
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SS-saturation caused by band tail states is more distinct for the pMOS devices than
for the nMOS devices, specially in the linear region. Conspicuously, SS shows a small
dependence on the geometry on pMOS unlike the nMOS devices, on which the drawn
dimensions have almost no influence. Vth,gm increases on nMOS and decreases on pMOS
towards 4.2 K. The saturation effect which is specially observed on the nMOS devices
can be explained by band tail states [111]. As expected from theory, shorter channels
lead to a smaller threshold voltage [205].
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Linear Region Saturation Region

Figure 6.20. From the transfer curves from Fig. 6.16 the extracted max(gm), ION, SS and
Vth,gm for nMOS in both the linear (left) and saturation region (right) are shown here. The
confidence interval of one-sigma shows a large variability increase in max(gm) towards
4.2 K. Mean parameters show the same behavior known from large area devices discussed
in Section 6.1: |�max(gm)�|, |�ION�|, and |�Vth,gm�| increase towards cryogenic temperatures
due to increasing mobility and shifting Fermi level and �SS� shows the typical saturation
caused by band tail states [111].
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Linear Region Saturation Region

Figure 6.21. Mean max(gm), ION, SS and Vth,gm for pMOS in both the linear (left) and satura-
tion (right) region are shown. The mean parameters show the same trends which are well
known from large area devices and have been discussed in detail in Section 6.1.
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Chapter 7

Charge Noise Characterization

Charge noise is inevitable during device operation and thus can also be seen in
electrical characterization. It occurs in different forms on both large area devices and
scaled devices. On scaled devices, there are discrete steps in the measured drain-source
current ID, which correspond to charge capture and emission events of single defects.
On large area devices, thousands of such charge capture and emission events take
place simultaneously. Therefore in large devices discrete steps are not visible anymore,
however, the superposition of the defects can be observed as 1/f noise.

In the following first the experimental characterization and the theoretical models
describing charge noise in the frequency domain are introduced. Afterwards, algorithms
for detecting and extracting the step heights and capture and emission time distributions
are explained before measured RTN at cryogenic temperatures will be analyzed for
different technologies.

7.1 Experimental Characterization

Experimentally, charge noise characterization on a MOSFET is straight-forward:
A constant voltage is applied at the gate of the DUT, and the drain-source current is
recorded for a defined period using an equidistant sampling scheme. Using an initially
measured ID(VG) curve, the current signal can be mapped to an equivalent ΔVth signal.
Active charge traps can capture and emit charges which can be seen as discrete steps in
the recorded current and the corresponding ΔVth curve. This is shown on four exemplary
traces in Fig. 7.1 (left).

Such traces can be recorded for various gate voltages and temperature conditions.
This allows to determine the dependence of different parameters such as mean charge
capture and emission times or mean step heights on VG and T. By varying the sampling
frequency from high to low frequencies, defects with high and low capture and emission
rates can be accessed.
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Figure 7.1. Four exemplary RTN signals show different mean charge capture and emission
times and step heights. From these RTN signals the power spectral density (represented
by the same color as the corresponding RTN signal) can be obtained, which follows a
Lorentzian distribution. The corner frequency of the Lorentzian corresponds to the mean
capture/emission time τ of the RTN signal. The superposition of uniformly distributed
Lorentzian signals follows a 1/f behavior, which is well known from large area devices.

7.2 1/f Noise

Based on the measured drain-source signals or the corresponding ΔVth traces in
the time domain, the power spectral densities (PSDs) in the frequency domain can be
obtained using for example the Welch algorithm [230] or Bartlett’s method [231]. The
PSD of a two-state RTN signal follows a Lorentzian, as can be seen in Fig. 7.1 (right).
The Lorentzian of defect i can be described using

Si( f ) =
(2diτ0,i)

2

(τc,i + τe,i)(1 + (2π f τ0,i)2)
, (7.1)

where di is the step height and τ0,i = 1/(1/τc,i + 1/τe,i). The superposition of multiple
electrically active defects results in the superposition of the Lorentzian spectra

S( f ) = ∑
i

Si( f ) = ∑
i

(2diτ0,i)
2

(τc,i + τe,i)(1 + (2π f τ0,i)2)
. (7.2)

As shown schematically in Fig. 7.1, on large area devices the Lorentzian spectra are
uniformly distributed in log(τ). When considering only a subset of defects in a small
time interval, the approximation τe = τc = τi holds. Using the equivalent step height
de = di for all defects i, allows to simplify the expression to

S( f ) ≈ d2
e

2 ∑
i

τi

1 + (π f τi)2 . (7.3)

Due to the characteristic corners of the Lorentzian PSDs, a single defect always domi-
nates at a certain frequency. For the time constant of this dominating defect τi = 1/(π f )
holds at the corner frequency π f . This allows considering only the dominant defect,
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leading to

S( f ) ≈ d2
e

4π f
. (7.4)

This final result shows how the superposition of Lorentzian PSDs stemming from single
defects results in a 1/f signal which is observed on large area devices.

These general considerations about connections between RTN signals caused by
single defects and 1/f noise in large area devices can be related to the empirical relation
between the spectral density of the drain-source current SID and the number of charge
carriers N in the channel proposed by Hooge [232]

SID( f )
I2
D

=
αH

f N
(7.5)

with αH being the empirical Hooge parameter. Based on this empirical model, a unified
flicker noise model [233] for MOSFETs was developed which describes the drain current
PSD for a device with dimensions W and L as

SID( f ) =
kBTI2

D
γ f WL

	
1
N

+ αµ

�2

Nt(EF,n) (7.6)

with γ being a WKB tunneling factor for the interface traps following a trap distribution
Nt(E), which is evaluated at the channel quasi Fermi level EF,n. N is the charge carrier
density, µ the carrier mobility and α = πmeq3/16ε2hkBT with the average dielectric
constant ε = (εSi + εOx)/2. From this equation the corresponding gate voltage power
spectral density can be derived using

SVG( f ) =
SID( f )

g2
m

. (7.7)

resulting in

SVG( f ) =
kBTq2

γ f WLC2
ox

�
1 + αµN

�2Nt(EF,n). (7.8)

These models are well established at room temperature, however, the linear relation in
T, classical mobility models for µ, and the simplified evaluation of the trap density at
the quasi Fermi level fail at cryogenic temperatures and cannot explain the increasing
noise levels at 4.2 K compared to room temperature as shown in Fig. 7.2.

While the spectral noise density of ID increases towards 4.2 K, the spectral noise
density of VG is rather temperature independent. However, both show the occurrence of
Lorentzian features at cryogenic temperatures which can be attributed to single defects.
This shows the importance of understanding the role of single defects at cryogenic
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Figure 7.2. The spectral noise density of ID (left) at 4.2 K (blue circles) increases compared to
room temperature (red circles), while the spectral noise density of VG (right) stays constant.
Both noise spectra show the occurrence of Lorentzian corners at cryogenic temperatures,
which can be attributed to single defects. The red dashed line indicates 1/f behavior and the
black dashed lines show Lorentzian corners in the spectrum. Figures taken from [234].

temperatures and the necessity of a charge transition model being valid in the cryogenic
regime.

7.3 Random Telegraph Noise

On small area devices single charge capture and emission events are observed in
the measured drain-source current or the corresponding Vth curve as discrete steps.
Every defect can therefore be identified by {η, τc, τe}, where η is the mean step height
(either in the current or the equivalent ΔVth representation) and τc and τe are the mean
capture and emission times, respectively. This set of parameters can be found for various
gate voltage and temperature conditions {η, τc, τe}(VG, T). It has to be noted that the
step heights and the charge transition times are stochastic quantities. The step height
is normally distributed around a mean value. As the charge transition times can be
described as a Markov process, it can be shown using the Master equation that capture
and emission times are exponentially distributed [174], as can be seen for the exemplary
trace in Fig. 7.3.

For the extraction of the distributions of step heights, time constants and the corre-
sponding set of mean parameters {η, τc, τe} which identifies a defect, a precise detection
of the position of the discrete steps is crucial. Since there should be ideally tens or hun-
dreds of discrete steps in a single RTN trace, and typically multiple traces for different
temperatures and gate voltage conditions are needed, an automatic or semi-automatic
detection algorithm of the position and heights of the steps is required. In this work,
two different algorithms were used: the Canny edge detector and Otsu’s method which
will be presented in the following sections.
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Figure 7.3. After detecting the steps of an arbitrary RTN signal (top) various parameters such
as the step heights or charge capture and emission times can be extracted. Based on this it
can be seen that step heights of capture and emission are normally distributed around the
same absolute value. Capture and emission times are exponentially distributed shown here
using a logarithmic x-axis.

7.3.1 Canny Edge Detector

The Canny edge detector was developed by John F. Canny in 1986 and was initially
designed to detect edges in images [235]. While the original algorithm was developed for
2-dimensional applications, the step detection in RTN signals is a 1-dimensional problem
which simplifies the algorithm considerably. Analogous to the deviation in [140], the
algorithm can be broken down into the following steps, shown in Fig. 7.4:

1. The intensity of the measured RTN signal S increases when convoluting it with a
discretized first derivative of a Gaussian filter G

R[n] = (S ∗ G)[n]
W

∑
k=−W

S[k]Gk[n − k], (7.9)

where W is the width of the truncation and

Gk[t] = − t√
2πσ3

e−
t2

2σ2 (7.10)

with σ being the width of the Gaussian filter.

2. The convuluted signal R[n] can be simplified by applying a non-maximum sup-
pression

Rm[n] =

�
R[n], (|R[n]| > R[n + 1] ∧ |R[n]| > R[n − 1])
0, else

. (7.11)
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3. A threshold value Rth is chosen, which suppresses responses from noise:

Rt[n] =

�
R[n], (|Rm[n]| > Rth)

0, else
. (7.12)
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Figure 7.4. The Canny edge detector can be broken down into the following steps: An initial
RTN signal S (top panel) is folded with the derivative of a Gaussian filter Gk. The resulting
signal R (central panel) shows distinctive peaks. The signal R is simplified by a non-maximum
suppression before setting a threshold value (red/green). Peaks with an absolute value above
the threshold are detected as steps (bottom panel), the sign of the step allows to differ between
up-steps and down-steps which correspond to charge capture and emission events.

The sign of Rt[n] determines whether an upwards or downwards step is detected,
and the height of the step can be extracted from the original signal. This algorithm has a
low error rate and the localization of the edges is very precise. If there are two active
defects in a single signal, the detected steps can be clustered by their step heights using
for example a K-means algorithm [236]. However, the algorithm has the disadvantage
that the width of the Gaussian filter σ and the threshold value Rth are input parameters
which have be to varied to detect different active defects. Thus the detection quality
depends on the selected parameters. However, when dealing with a large set of RTN
signals, a fully automated algorithm for step detection is necessary, like for example
Otsu’s method which is presented in the next section.

7.3.2 Otsu’s Method

Otsu’s method is an algorithm for automatic thresholding and was developed
by Nobuyuki Otsu in 1979 [237]. Just like the Canny edge detector, Otsu’s method
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was initially designed for image thresholding, thus for separating pixels into two
classes: foreground and background. The algorithm searches for a threshold value
which maximizes the inter-class variance of the two classes 0 and 1 equivalent to
minimizing the inter-class variance. This process is performed in four steps:

1. The normalized histogram and the probability p(i) for every bin i of L bins in total
is computed. The normalized histogram for the signal in Fig. 7.5 (left) can be seen
in Fig. 7.5 (right).

2. The class probabilities ω0,1(t = 0) and class means µ0,1(t = 0) are initialized for
t = 0.

3. Next, the algorithm steps through all thresholds t = 1, . . . , L − 1 and computes
the class probabilities ω0,1(t), the class means µ0,1(t) and the inter-class variances
σ2

b (t). Here, the class probabilities are defined as

ω0(t) =
t−1

∑
i=0

p(i) and

ω1(t) =
L−1

∑
i=t

p(i).

(7.13)

Using the class probabilities, the class means µ0,1(t) are obtain as

µ0(t) =
1

ω0(t)

t−1

∑
i=0

ip(i)

µ1(t) =
1

ω1(t)

L−1

∑
i=t

ip(i)

(7.14)

which allows to compute the inter-class variance

σ2
b (t) = ω0(t)ω1(t)[µ0(t)− µ1(t)]2. (7.15)

In Fig. 7.5 (right) the inter-class variance is plotted for every threshold value.

4. Finally, the optimum threshold value is determined as the threshold t for which
the respective inter-class variance is maximized.

After obtaining the threshold t with Otsu’s method, a step in the signal S at timestep
i is given at those points, where�

S(i − 1) < t ∧ S(i) > t
�
∨
�

S(i − 1) > t ∧ S(i) < t
�

(7.16)

holds.
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Figure 7.5. For a RTN signal (left) a normalized histogram (right) with L bins is computed.
For every bin, the inter-class variance σ2

b can be calculated and the bin with the maximum σ2
b

gives the best threshold value. The positions where the signal switches from above to below
the threshold value can be extracted and corresponding step heights and time constants are
obtained.

Compared to the Canny edge detector, Otsu’s method has the advantage that the
thresholding is completely automated. In general, it can be beneficial to apply a filter
before the automated thresholding to suppress measurement noise. While this has
the disadvantage that very short time constants get lost, it renders the thresholding
extremely robust and even allows the detection of small step heights. In this work, the
denoising algorithm proposed by Chambolle was used [238].

Otsu’s method can only be applied on measurement data including a single active
defect. In case of the detection of multiple active defects (multi-level RTN) typically
only the most prominent defect signal will be extracted. To avoid incorrect detection
additional sanity checks are applied, e.g. a Kolmogorov-Smirnov test for testing if
capture and emission times follow an exponential distribution. For a detailed analysis
of multi-level RTN more advanced techniques as a factorial hidden Markov model
analysis are needed [239].

7.4 RTN in SiON Devices

In the following section RTN measurements on Tech. B are presented. While for
the time zero characterization large area devices with W × L = 10 × 10 µm2 have been
used, scaled devices with W × L = 0.22 × 0.18 µm2 are used for the presented noise
analysis. A set of both nMOS and pMOS devices with this geometry has been scanned
to find transistors with active RTN defects. In total 3 nMOS devices (defect A-C) and 1
pMOS device (defect D) with RTN signals which could be followed over a range of gate
voltages and temperatures have been found. The analysis of the measured signals was
performed using the Canny edge detector discussed in Section 7.3.1.
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Figure 7.6. The recorded RTN signal at T = 9 K and VG = 557.5 mV (top, the good) allows a
step extraction using the Canny edge detector and the extraction of the normally distributed
step heights and the exponentially distributed capture and emission times. Moving to a higher
VG = 582.5 mV (center, the bad) results in very small capture times. The extraction of the step
heights and the time constants is still possible, however, the distribution of τc is truncated
due to the limitation of the measurement window. At a higher temperature T = 44 K (bottom,
the ugly) the remains of the RTN signal can still be observed, however, a step detection is not
possible anymore. Figures taken from [MJC4].

An ideal measurement can be seen in Fig. 7.6 (the good) for a nMOS device at
T = 9 K and VG = 557.5 mV. The steps can be easily detected with the Canny edge
detector, as indicated with the red lines. The extraction of the step heights shows two
Gaussian distributions (η = 0.9 mV, ση = 0.1 mV) and the capture and emission times
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are exponentially distributed. However, these ideal conditions are only observed for a
rather small measurement window. When sweeping over a large set of gate voltages,
for higher and lower voltages the charge transition times become very small or very
large. This has the effect that the signal shows extremely narrow peaks as can be seen
in Fig. 7.6 (the bad), again at T = 9 K but at a higher gate voltage of VG = 582.5 mV.
These sharp peaks still allow a reasonable extraction of the step heights, as can be seen
in the Gaussian distributions (η = 0.9 mV, ση = 0.15 mV). However, the extraction of
the capture times τc is limited by the measurement resolution and thus the exponential
distribution shows a cut off. While these truncated signals still allow to extract useful
parameters, this becomes difficult at higher temperatures. At T = 44 K in Fig. 7.6 (the
ugly) one can clearly see the remains of the clear RTN signal seen before, however, a
parameter extraction has become impossible. Nevertheless, across a certain temperature
and voltage range it is possible to follow the defects and to extract step heights, capture
and emission times.

The scan across temperatures and gate voltages can be seen in Fig. 7.7. At every set
of (T, VG) it is possible to extract a capture time τc (red) and an emission time τe (blue),
as can be seen for T = 4, 9, 14, 19, 24, 29 K for VG between 0.54 V and 0.58 V. The capture
time shows a strong gate voltage dependence, whereas the emission time is almost
VG independent, as known from other technologies [114], however, both can be fitted
linearly on the log-scale. These linear fits for τc and τe intersect at the gate voltage where
τc = τe. At this VG the trap level is aligned with the semiconductor Fermi level and
it will be used later in this section to study the T-dependence of the corresponding
transition times.

Extraction of Step Heights

As shown in the previous section, the distribution of step heights can be extracted for
every signal at a certain T and VG. By extracting the means of these typically Gaussian
distributions it is possible to find the T and VG dependence of the mean step heights η.
The gate voltage dependence of η for different temperatures can be seen for defect A
and defect D in Fig. 7.8. For nMOS, the mean step heights decrease with increasing VG.
This can be attributed to the fact that the channel uniformity increases with increasing
VG and thus the impact of a single charge on the drain-source current decreases [240].
This mechanism is temperature independent, as can be seen in the figure. The same
observation holds for pMOS, where with decreasing VG the step heights decrease, as
can be seen for defect D in Fig. 7.8.

Using the extracted τc, τe for different VG in Fig. 7.7, it is possible to compute the
interpolated η at the point where τc = τe. This can be done for a range of temperatures
to obtain the T dependence of η. Again, it can be seen that the step height is nearly
temperature independent in this cryogenic temperature range.
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Figure 7.7. Mean capture and emission time extracted for T = 4 K, 9 K, 14 K, 19 K, 24 K and
29 K and gate voltages between VG = 540 mV and 580 mV. While τe is almost VG independent,
τc shows a strong, exponential VG dependence. Both τc and τe can be fitted linearly (on the
log-scale) and the intersection point τc = τe can be found (purple stars) for every temperature.
At this point, the Fermi level is aligned with the trap level.

Extraction of Average Capture and Emission Times

For the analysis of the T and VG dependence of the average capture and emission
times τc and τe, again the extractions as shown in Fig. 7.7 are used. Now, in Fig. 7.9
the average times are shown in a more compact way with all measured temperatures
in a single plot for defect A and D. Within this single plot it can be clearly seen that
the measured τc and τe curves shift towards faster capture and emission times with
increasing temperatures.

The marked stars in Fig. 7.9 where τe = τc holds can be plotted in an Arrhenius-plot,
see Fig. 7.10. It can be seen that the charge transition times become temperature inde-
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Figure 7.9. Capture and emission times for defect A and D can be analyzed in the same way
as shown in Fig. 7.7 but presented in a more compact way with the whole temperature set in
a single figure. This representation shows that mean capture and emission times get smaller
with increasing temperatures, leading to higher charge transition rates. Figures taken from
[MJC4].

pendent at cryogenic temperatures in both nMOS and pMOS devices. This temperature
independent regime can be modeled using Comphy with the implemented quantum
mechanical transition rates, as discussed in detail in Chapter 3. The solid lines, represent-
ing the simulation, show that nuclear tunneling explains the temperature independent
behavior of charge trapping at cryogenic temperatures, whereas the classical model
(dashed lines) freezes out completely. Nuclear tunneling at cryogenic temperatures is
dominated by the overlap of the ground vibrational states of the initial and final states.
These ground states are occupied, even at 4 K, and enable charge transitions.

The simulation allows to find a pre-existing defect with a parameter set of trap level
ET, relaxation energy ER, configuration coordinate offset ΔQ, and position in the oxide
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Figure 7.10. The extracted charge transition times at the point where τc = τe becomes
temperature independent at cryogenic temperatures for all characterized defects instead of
an Arrhenius-like behavior. This can be explained by nuclear tunneling, which is dominated
by the overlap of the vibrational ground states, which are the only occupied states at cryogenic
temperatures. This can be accurately modeled using the full quantum mechanical 2-state NMP
theory (solid lines), while the classical approximation (dashed lines) freezes out completely.
Figures taken from [MJC4].

xT which describes the measured temperature dependence of the charge transition times
of the RTN signal. The extracted parameters for every defect are listed in Tab. 7.1.

Defect Device ET [eV] ER [meV] xT [nm] ΔQ [
√

uÅ] EB [meV]
Defect A nMOS 0.44 110 0.2 3.5 28
Defect B nMOS 0.48 95 0.3 3.0 24
Defect C nMOS 0.46 60 0.05 2.6 15
Defect D pMOS -0.48 100 0.25 3.0 25

Table 7.1. The extracted temperature dependence of the charge transition times allows
to extract trap levels, relaxation energies, spacial positions and configuration coordinate
displacements of defect candidates for the measured RTN signals.

The extracted spatial and energetic position are shown in Fig. 7.11. As can be seen,
the electrically active defects on nMOS (left) are close to the conduction band edge. The
active defect in the pMOS device, on the other hand, is close to the valence band edge of
the substrate. This energetic alignment guarantees charge transition times with τc = τe.
The spatial position of all defects is less than 0.5 nm from the Si/SiO2 interface. This,
together with the trap level alignment strongly indicates that the defects responsible for
RTN in cryogenic environments are interface defects.

This idea can further be supported by DFT calculations. The regions marked as
oxide defects in Fig. 7.12 are extracted from [MJJ2]. The extracted ET and ER parameters
are in good agreement for possible oxide defect candidates [MJJ2]. The ellipsoid formed
region marked as interface defects within the Si bandgap is extracted from [142]. It shows
that interface defects are expected to have low relaxation energies compared to oxide
defects. The colored circles represent Defect A to D discussed in this section. As can be
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Figure 7.11. The band diagrams show the spatial and energetic position of the extracted RTN
defects. As can be seen, the defects measured on nMOS are very close to the conduction band
edge, the defect on pMOS close to the valence band edge. Spatially the defects are very close
to the interface between the oxide and the Si substrate. This spatial position together with the
extracted trap levels and relaxation energies strongly indicate that the defects responsible for
RTN at cryogenic temperatures are interface defects. Figures taken from [MJC4].

seen, the extracted values are in good agreement with the DFT calculations for interface
defects, which are highlighted in Fig. 7.12.
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Figure 7.12. The (ET, ER)-heatmap shows the active regions for oxide defects, extracted
in [MJJ2] and for interface defects, extracted in [142]. Interface defects show smaller relaxation
energies compared to oxide defects and are energetically located close to the band edges or in
the bandgap. These properties agree with the extracted defect parameters of the RTN defects
A to D. Figure taken from [MJC4].

7.5 RTN in MoS2 MOSFETs

The fact that RTN does not freeze out at cryogenic temperatures can be seen across
various channel materials and device geometries. In the following section, RTN has been
measured at cryogenic temperatures on Tech. C with dimensions W × L = 100 nm ×
70 nm. For this, RTN signals have been measured within a range of gate voltages for
a set of temperatures between 10 K and 75 K at VD = 1 V. For every measured RTN
trace, the signal was analyzed using the Canny Edge Detector discussed in Section 7.3.1
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for detecting charge capture and emission events and extracting the distribution of the
corresponding capture and emission times and the step heights. This can be seen for a
few examples in Fig. 7.13 for T = 25 V at VG = −1.51 V. The left panel shows an RTN
signal with two active traps, one having a mean step height of ΔI = 25 nA/µm and the
other of ΔI = 12 nA/µm. For every measured trace, the extracted step heights can be
plotted against their capture and emission times, as can be seen in the central panel.
The detected charge capture and emission events can be clustered by their step heights
using a K-means algorithm [236]. The two clusters with two different mean step heights
are visualized by two different colors, see Fig. 7.13 (central panel). This data can then be
conglomerated to a histogram for every defect showing the exponential distribution of
the time constants as can be seen in the right panel.

Figure 7.13. Steps on a 100 s RTN signal (left) recorded on Tech. C at T = 25 K with VG =

−1.51 V and VD = 1 V have been extracted using the Canny Edge Detector. Two active defects
with mean step heights of ΔI = 25 nA/µm and ΔI = 12 nA/µm have been found. The step
heights are shown over the capture and emission times in the central figure. Conglomerating
this to a histogram shows the expected exponential distributions (right). Figures are reprinted
from [241, MJC6].

Repeating this analysis for every bias and temperature condition allows to plot the
mean capture and emission times over the gate voltage at every measured T. This can
be seen in Fig. 7.14 (left) for T = 25 K, 50 K and 75 K. As this data set has been measured
up to comparatively high temperatures, the intersection point where τe = τc holds, and
where the trap level is aligned with the Fermi level ET = EF, cannot be determined for
the curves at higher temperatures. Thus, the temperature dependence is compared for a
constant gate voltage.

As can be seen in Fig. 7.14 (right), the charge transition times at the point where τc =

τe holds show a clear non-Arrhenius like behavior and become completely temperature
independent towards 10 K. This is the same behavior as measured on Tech. B in the
previous section and which agrees well with the full quantum mechanical transition
rate. At deep cryogenic temperatures, the only accessible vibrational state is the ground
state. The overlap of the ground state vibrational wave function of the initial state with
the vibrational wave function of the final state is temperature independent and so is the
corresponding lineshape function leading to a vanishing temperature dependence of
the transition rates and the corresponding capture and emission times.
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Figure 7.14. RTN signals were measured for a range of gate voltages and temperatures
between T = 10 K and T = 80 K. For every measurement, the mean capture and emission
time was computed and plotted over VG, as shown for T = 25, 50 and 75 K in the left panel.
The capture and emission times can be plotted in an Arrhenius plot for a constant gate voltage,
as it is shown in the right panel for VG = 1.3 V. The mean capture and emission times clearly
behave non-Arrhenius like towards cryogenic temperatures. This can be explained with the
full quantum mechanical transition rate and the fact that nuclear tunneling dominates in
cryogenic charge transitions. Figures are reprinted from [241, MJC6].

7.6 RTN in the Resonant Tunneling Region

As discussed in Section 6.3, ID(VG)-curves can show resonant tunneling at low
temperatures and for small drain voltages, caused by defects, dopants, impurities, oxide
variability or any other fluctuation in the potential which can lead to confinement and
thus the formation of a quantum dot (QD). As can be seen in the ID(VG) curve in Fig. 6.9
recorded on SmartArray B using Tech. A with W × L = 100 nm × 70 nm at 4.2 K, there
are devices which show an active RTN defect in the same region where the resonance
occurs, see Fig. 7.15. This allows to study the interaction between the active RTN defect
and the resonance caused by a QD.

Between VG = 0.3 V and VG = 0.4 V RTN traces with lengths of 10 s have been
recorded using a step size of ΔVG = 1 mV. This was done for two drain voltage condi-
tions VD = 10 mV and VD = 25 mV. The steps have been detected using Otsu’s method
for every recorded trace and the distribution of the capture time τc, the emission time
τe and the step heights η were extracted, as can be seen for a few examples in Fig. 7.16
for VG = 0.366 V with VD = 25 mV. The extracted distributions allow to calculate the
mean values of τc, τe and η for every VG in the measured range.

The calculated mean capture and emission times across the characterized VG region
can be seen in Fig. 7.17. With increasing VG, τc decreases while τe is constant. This
asymmetry between τc and τe is well known from various technologies and operational
conditions and does not contribute to the resonance in the ID(VG) curve [114]. Also the
exponential behavior of the time constants on the gate voltage was shown for various
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Figure 7.16. An exemplary 10 s RTN trace recorded on Tech. A at VG = 0.336 V with VD =

25 mV. Using Otsu’s method, steps can be detected which allow to extract the distributions of
τc , τe and η. Thus, a mean step height and mean capture and emission times for measurement
conditions (VG, VD, T) can be computed.

technologies [114, 174, MJC4] under various measurement conditions. Contrary to
previous reports [224], the exponential dependence of the charge transition times is not
affected by the resonance, which occurs in the same gate voltage region.

This exponential dependence of the charge transition times on the gate voltage
agrees with the models derived in NMP theory which are discussed in detail Chap-
ter 3. According to the classical limit of NMP theory, the charge transition rates depend
exponentially on the classical transition barrier between neutral and charged state of
a trap. When applying VG to the device, the trap level is shifted. These shifts result
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Figure 7.17. The charge transition times of an RTN signal in the resonant tunneling region
show an exponential dependence on VG for both VD = 10 mV and VD = 25 mV (left). This
can be explained within NMP theory by the linear dependence of the classical barrier on
VG as can be seen in the right figure.

in a proportional shift of the transition barrier and an exponential VG-dependence.
Describing the VG-dependence with the quantum mechanical picture is more complex
because it involves the vibrational wavefunctions. A shift in VG leads to a change in the
overlap of the vibrational wavefunctions resulting in a complex relation between the
transition rate and VG. However, according to a simplified idea of nuclear tunneling, a
quantum mechanical tunneling rate also depends exponentially on the classical barrier.
And this classical barrier shows a linear dependence on VG, resulting in an exponential
dependence on VG. Additionally, Fig. 3.9 shows the dependence of the lineshape func-
tion on the energetic difference between the initial and the final state. This energetic
offset is proportional to VG and looks qualitatively the same at cryogenic temperatures
as for room temperature, which additionally indicates an exponential dependence of
the transition rates on VG, even at cryogenic temperatures.

Based on NMP theory, the transition rates and the corresponding transition times
depend on the lineshape function (which depends on the relative positions of the trap
levels) and on the carrier density of states Dn. While the energy levels are not affected
by a QD, the Dn would be dramatically different inside of a QD and therefore directly
affect the charge transition times. Since this is not the case in the measured mean capture
and emission times, it can be concluded that the defect is located outside of the QD as
indicated in Fig. 7.18.

While the exponential dependence of the transition times on VG can be explained
within NMP theory, the relation between the step heights η and the QD is more complex.
As can be seen in Fig. 7.19 for VD = 10 mV and VD = 25 mV the step height η (blue) is
clearly affected by the QD and is thus related to the resonance in the ID(VG) curve (red).
Often, η is normalized to ID, as can be seen in the central plots. These normalized step
heights look similar to data in previous studies [240], however, a direct comparison is
not possible because ID does not increase monotonically with VG. Using the initially
measured ID(VG) curves, η can be mapped from the current domain to an equivalent
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Figure 7.18. Local disorders in the potential cause the formation of a quantum dot (QD)
which is responsible for the resonance in the ID(VG) curve. A trap can be located anywhere in
the oxide. If it is located close to the QD, the changing charge carrier density is expected to
have a strong impact on the trap. Charge transition times of a trap located far away from the
QD as indicated in this figure are not expected to be affected by the QD.

threshold voltage ΔVth as can be seen in Fig. 7.19 (lower panels). This representation
shows that η does not increase or decrease directly proportionally with ID, which
renders a simple explanation of the relation between η and VG impossible.
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Figure 7.19. The extracted step heights η in the measured currents for both VD = 10 mV
and VD = 25 mV (upper panels) are strongly impacted by the QD, which causes resonant
tunneling (red lines). While this dependence is less clear when normalized to ID as is done
frequently in literature [240] (central panels) the strong coupling to the QD can be seen in the
mapped equivalent voltage shift step height.
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A strong impact of the QD on η has been reported before in [224, 242]. In these
studies a uniform potential fluctuation model was used for describing the dependence
of η on VG

η =
∂ID

∂φ
Δφ =

∂ID

∂VG
ΔVG = gmΔVG. (7.17)

According to this simple model, RTN should vanish at the turning points where gm =

0 S, which is in contradiction to our measurements. Therefore, a more complex model is
needed to describe the relation between source-drain current and η. For this, a precise
description of the device electrostatics and transport phenomena is needed, including
confinement and the impact of single dopants or other possible sources of the resonance.
It might even be necessary to include specific percolation paths in the drain-source
current to obtain a conclusive model of the dependence of η on VG. Developing such
a model, however, exceeds the scope of this thesis but might be investigated in future
studies.
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Chapter 8

Bias Temperature Instability

The effect of bias temperature instability (BTI) occurs, whenever a bias is applied
on the gate site of a transistor. The gate bias can reduce or increase the effective energy
barrier for a charge transfer reaction between the charge reservoirs and pre-existing
or created traps. This process can be accelerated by increasing the temperature, which
increases the phonon energy, but also by increasing the applied gate bias. The higher
phonon energy leads then to an accelerated energy dissipation of the electron excess
energy. This leads to higher charge transition rates via a multiphonon process. BTI
degradation has been known since the 1960s [243–245] and has become one of the main
reliability concerns ever since. Historically, NBTI on pMOS devices was the largest
concern, however, modern nMOS technologies are eventually affected by PBTI [180].

The charges that become trapped during a stress phase of a BTI experiment have
an impact on the device electrostatics, leading to a change of Vth. This perturbation can
be approximated using the charge sheet approximation together with an estimate for
the active number of traps [199]. When the stress bias is lowered, the defects eventually
release the trapped charge. The threshold voltage drift, which has been accumulated
during stress by ΔVth can recover back to the initial Vth,0 if it is fully recoverable or
otherwise to a constant permanent offset added to Vth,0. However, separating such a
permanent and recoverable part experimentally is difficult which makes the analysis
and theoretical description complicated. It is widely accepted that the recoverable
component is caused by charge captured at defects in the bulk oxide which can be
described with the NMP model [174]. The permanent component can be modeled
with an empirical double-well model or, as suggested recently, by considering the
depassivation of Si-H bonds which leads to the creation of Pb-centers at the interface [246,
247].

Experimentally, a common approach for the characterization of BTI is using ele-
vated gate bias and temperature conditions for characterizing the shift of the threshold
voltage ΔVth. One widely applied method is the extended Measure-Stress-Measure
(eMSM) [248] scheme presented in the following section.
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8.1 Extended Measure-Stress-Measure Scheme

For this work, the extended Measure-Stress-Measure (eMSM) scheme [248] is the
method of choice for the experimental characterization of BTI. The method consists of
three phases and is shown in Fig. 8.1:

• Phase 1: First, an ID(VG) curve is measured on a pristine device. This ID(VG) curve
is used as reference for further ΔVth conversion from the measured drain current.
For that, it is necessary to identify the Vth of the transistor which can be done in
different ways as discussed in detail in Section 6.1.3. For the characterization of
large area devices, typically a constant current criteria is used for the definition of
Vth, e.g. Vth = VG(ID = 100 nA×W/L). For scaled devices on SmartArrays, which
show a comparable large variability, a constant current criteria is not practical.
Instead, Vth is defined using max(gm). The first phase is shown in Fig. 8.1 marked
by ID(VG).

• Phase 2: After measuring the initial ID(VG) curve, the device is stressed at a well
defined condition given by a stress gate voltage VG,stress and T for a stress time ts.
These phases are called stress phases, and are shown in Fig. 8.1 in the red sections.
During stress, traps can capture a charge resulting in a decreased drain-source
current and an increasing, corresponding ΔVth, as can be seen in the lower part in
Fig. 8.1.

• Phase 3: The third phase is called recovery phase. It is defined by applying a
recovery voltage VG,recovery for a defined recovery period tr. During that period,
typically the source current IS is measured, because it is more stable against oxide
degradation than the drain current ID [248]. The traps, which have captured a
charge during the stress phase, can now emit their charge to the reservoir, thus the
absolute value of the recovery voltage decreases, as indicated in Fig. 8.1. Typically,
ID is mapped to ΔVth using the initially measured ID(VG). If the device degradation
is fully recoverable, then ΔID and ΔVth decreases to zero. However, typically a
permanent component, which does not decay anymore, is built up and potentially
caused by Pb centers [114].

Phase 2 and phase 3 are repeated subsequently, which is done typically with increas-
ing stress and recovery times. On large area devices, the measured recovery curves are
smooth as they result from a large number of defects which emit their captured charges
continuously, as can be seen in Fig. 8.2 (left) for a commercial 180 nm SiON technology
node with drawn dimensions W × L = 10 × 10 µm2 [MJJ2]. On scaled devices it is
possible to obtain single capture and emission events as can be seen in Fig. 8.2 (right) on
the same technology with drawn dimensions W × L = 400 nm × 180 nm [MJC1]. The
measurements on scaled devices build the basis for the time-depend defect spectroscopy
(TDDS) [249]. The TDDS is based on the observation that capture and emission times are
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Figure 8.1. The extended Measure-Stress-Measure (eMSM) scheme [248] is used for charac-
terizing BTI. After an initial ID(VG), alternating stress (red) and recovery (blue) phases are
applied with defined applied gate voltages VG,s/r for a defined period. During recovery, the
drain currend ID is measured and mapped to ΔVth using the initial ID(VG). As indicated in
the lower plot and the right figure, during stress ΔVth increases, because traps can capture a
charge. During recovery, the trapped charge can be released and ΔVth partially recovers back
to the initially measured value.

statistically distributed. By measuring a set of recovery curves with the same VG,r and
tr, the extracted set of step heights and associated emission times can be plotted in a
scatter map resulting in a so-called spectral map. The resulting clusters correspond to
different defects which allow further investigations of different properties, as discussed
in detail in Section 8.3 and in [249].

8.2 Temperature Dependence of BTI Measurements

BTI characterization has been performed by applying the eMSM scheme on Tech.
A and Tech. B for a range of temperatures and stress voltages. Following measurement
parameters have been used:

• Tech. A: For T ∈ (4 K, 77 K, 150 K, 225 K, 300 K) BTI measurements have been con-
ducted on W × L = 10 × 1 µm2 devices using a stress voltage of VG,s = 2 V for
nMOS and VG,s = −2 V for pMOS devices. Phase 2 and phase 3 in the eMSM mea-
surement scheme have been repeated 5 times using the following stress and recov-
ery times: (ts, tr) ∈ [(10 µs, 10 s), (1 ms, 100 s), (100 ms, 100 s), (10 s, 1 ks), (1 ks, 10 ks)].

• Tech. B: For T ∈ (4 K, 150 K, 300 K) BTI measurements have been conducted on
W × L = 10 × 10 µm2 devices using a stress voltage of VG,s ∈ (±4.51 V,±5.1 V)

where the positive sign refers to measurements on nMOS and the negative sign to
measurements on pMOS devices. Phase 2 and phase 3 in the eMSM measurement
scheme have been repeated 5 times using following stress and recovery times:
(ts, tr) ∈ [(10 µs, 10 s), (1 ms, 100 s), (100 ms, 100 s), (10 s, 1 ks), (1 ks, 10 ks)].
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Figure 8.2. The measured drain current ID is continuous on large area devices, because a
large number of defects emit previously captured charges simultaneously and the impact of
a single defect on the device behavior is too small to be resolved within measurements, as
can be seen in the left panel for a W × L = 10 × 10 µm2 SiON device. On a scaled device of
the same technology with drawn dimensions W × L = 400 × 180 nm2 discrete steps can be
seen in the measured current resulting from single charge emission events as shown in the
right panel. Figures taken from [MJJ2] and [MJC1].

The extracted recovery curves for the measurements of Tech. B are shown in Fig. 8.3
and have been published in [MJC4]. At room temperature, immediately after stress
a ΔVth shift of about ±100 mV has been measured for the longest stress time, where
the positive sign refers to PBTI on nMOS and the negative sign to NBTI on pMOS.
Towards cryogenic temperatures, both NBTI and PBTI freezes out and only a few mV
of threshold voltage shift can be detected, even when the stress time is very long (note
the log-scale for ΔVth).

Figure 8.3. Using the eMSM method, PBTI and NBTI trends have been measured on nMOS
and pMOS devices for T = 4, 150, 300 K and two stress voltage conditions VG,s = ±4.51 V
and VG,s = ±5.10 V. While at room temperature ΔVth is around 100 mV for the longest stress
times, BTI freezes out completely towards cryogenic temperatures. Figure taken from [MJC4].

The trap bands for this technology have been extracted by using measurement data
obtained at room temperature and above [MJJ2]. The MSM curves shown in Fig. 8.2
(left) have been measured at T = 100 ◦C for three different bias conditions on nMOS
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Figure 8.4. The measured ΔVth curves shown in Fig. 8.2 (left) allow the extraction of a interface
trap layer and an oxide trap band using the ESiD algorithm. The extracted trap levels and
relaxation energies (left) of the IL defects are in good agreement with DFT calculations (solid
lines). The (ET, ER) heat map (right) for the IL trap bands shows that the extracted parameters
are in good agreement with extracted parameters from single defect measurements [250, 251]
represented by the black crosses. Figures taken from [MJJ2].

and pMOS and were used to extract the trap bands with Comphy employing the ESiD
algorithm presented in Section 4.2. By using two independent search regions for the
algorithm, two different trap bands representing the oxide and a 0.6 nm thick interface
layer (IL) are extracted and shown in Fig. 8.4 (left). Most defects are located within the
IL and exhibit trap levels approximately 1 eV below and above the midgap of the Si
substrate. The distribution of relaxation energy and trap level is in good agreement with
DFT calculations, as can be seen for the hydrogen bridge (HB), hydroxyl-E’ (HE) center
and oxygen vacancy (OV) represented by the lines in Fig. 8.4. Using this extracted trap
bands, the measured recovery behavior in Fig. 8.2 (left) can be replicated by the models
as shown by the solid lines. By plotting the relaxation energy against the trap level as in
Fig. 8.4 (right), it can be seen that results from earlier single-defect measurements [250,
251] shown by black crosses are in excellent agreement with the extracted measurements.

While the recovery curves in Fig. 8.3 show, that Tech. B freezes out completely
towards cryogenic temperatures, this is not the case for Tech. A. As can be seen in
Fig. 8.5 (left), there is a high asymmetry between nMOS and pMOS devices. The points,
representing measurement data show that across all stress time conditions at room
temperature ΔVth on nMOS is almost twice as large as observed for pMOS. This can
also be seen in Fig. 8.5 (right) for a higher temperature of T = 300 K. While BTI within
the pMOS device freezes out completely towards cryogenic temperatures, the nMOS
device still shows a large ΔVth, even at 4 K. At cryogenic temperatures, there is still a
ΔVth of more than 20 mV for the longest ts.

The simulations shown in Fig. 8.5 (left) as solid lines have been perforemed using
Comphy in combination with the ESiD optimization algorithm and the WKB-based
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Figure 8.5. Tech. A shows a very asymmetric behavior of ΔVth across all measured temper-
atures. At room temperature ΔVth in the PBTI case on nMOS is twice as large as NBTI on
pMOS. The latter freezes out completely below 150 K, while on nMOS there is still a ΔVth of
around 40 mV. Even at 4 K nMOS clearly does not freeze out but shows a relatively large
ΔVth shift of more than 20 mV. Figures taken from [MJJ5].

approximation of the full quantum mechanical 2-state NMP transition model. For this, a
grid of relaxation energies ER and trap levels ET has been spanned. This has been done
for two independent trap bands for both, nMOS and pMOS (in total 4 independent
bands), one trap band represents defects at the interface layer in the SiO2 and one trap
band represents defects in the HfO2. Additionally, the grid evolves across the spatial
position xT and the configuration coordinate offset ΔQ. For these two grids, the average
response was computed while the least square fit has been done across ET and ER. The
full set of parameters can be seen in Tab. 8.1.

Layer ET range ΔET ER range ΔER
SiO2 −2 eV to 2 eV 0.1 eV 0.1 eV to 5.0 eV 0.2 eV
HfO2 −2 eV to 2 eV 0.1 eV 0.1 eV to 5.0 eV 0.2 eV
Layer xT range ΔxT ΔQ range ΔQ
SiO2 0 nm to 1.0 nm 0.1 nm 2.0

√
uÅ to 8.0

√
uÅ 1.0

√
uÅ

HfO2 1.0 nm to 3.1 nm 0.1 nm 2.0
√

uÅ to 8.0
√

uÅ 1.0
√

uÅ
Table 8.1. The initial grid parameters of the ESiD optimization for a shallow and a deep
trapband in both, the SiO2-layer and the HfO2-layer. The mean response of the configuration
coordinate offset ΔQ and the spatial position xT has been computed and used for the NNLS
optimization of ET and ER.

Using this modeling approach allows to accurately and efficiently rebuild the
measured data within the simulation, as can be seen from the lines, as can be seen in the
simulated lines in Fig. 8.5 (left). The extracted trap band parameters from the simulation
are shown in Fig. 8.6 (left). As was the case for Tech. B, the interface trap bands in the
SiO2 layer are roughly 1 eV above and below the Si midgap. The deep trap bands, mainly
responsible for NBTI in pMOS are concentrated very close to the valence bandedge,
whereas the shallow trap bands, responsible for PBTI in nMOS are located around
300 meV above the bandedge. This can be seen also in the (ET,ER)-heatmap in Fig. 8.6
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(right). There is a peak at small relaxation energies in the shallow SiO2 trapband which
typically does not result in observable ΔVth at room temperature, because these defects
exhibit too small charge transition times and therefore do not contribute to ΔVth within
the measurement window. However, at cryogenic temperatures these defects contribute
to the measured threshold voltage shift.
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Figure 8.6. The eMSM measurements in Fig. 8.5 (left) allow the extraction of trap bands
responsible for causing the ΔVth shift using Comphy and the ESiD method. The extracted
distribution of trap levels and relaxation energies (left) of defects in the SiO2 interface layer
and the high-κ layer show mean trap levels of approximately 1 eV above and below Si midgap,
which is in good agreement with DFT calculations. The corresponding (ET, ER)-heatmap
(right) shows peaks at the relaxation energies around 3 eV. Figures taken from [MJJ5].

The impact of the different trap bands at different temperatures can be seen in
Fig. 8.7. The total ΔVth (solid lines) is composed by the ΔVth caused by defects in the
SiO2 layer (dotted lines) and by such causing the ΔVth of the HfO2 layer (dashed lines).
For nMOS at 300 K the main contribution of the total ΔVth shift comes from defects
in the HfO2-layer which recover slowly. At 4 K, the impact of the HfO2 trap band is
reduced. Additionally, there is a number of very fast defects in the SiO2 interface layer.
The majority of SiO2 defects recovers slower and gives thus a relevant contribution to
the total ΔVth shift.

The described mechanisms are illustrated in Fig. 8.8 with different colors indicating
the threshold voltage shift of every defect after a stress of VG,s = ±2 V for ts = 1 ks
(blue and red defects give a larger contribution to ΔVth than grey defects). Defects which
recover immediately after removing the stress are represented by stars. As can be seen,
at 300 K a contribution from very fast defects arises, but the main contribution stems
from slower defects in the HfO2 layer. At cryogenic temperatures, the charge transfer
kinetics get slower and many defects in the HfO2 freeze out completely, thus, defects in
the SiO2 IL and in the HfO2 layer deliver an approximately equal contribution to the
total ΔVth shift. NBTI on pMOS in Fig. 8.8 (right) is dominated by defects in the SiO2 IL.
The majority of these defects freezes out and only a less significant subset of defects
contributes to ΔVth at cryogenic temperatures.
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Figure 8.7. The total PBTI threshold voltage shift is composed of the ΔVth caused by the trap
band in the SiO2 layer (dotted) and the trap band in the HfO2 layer (dashed). At 300 K (red)
the main contribution comes from defects in the HfO2 layer. Very fast interface defects in the
SiO2 layer give a large ΔVth shift, however, this ΔVth recovers almost immediately as soon as
the stress is removed. At cryogenic temperatures (blue) the impact defects in the HfO2, which
are far away from the substrate interface, is reduced and the SiO2 defects recover slower and
thus give a relevant contribution to the total ΔVth. Figures taken from [MJJ5].

Figure 8.8. Illustration of defects contributing to the total ΔVth. PBTI on nMOS (left) after
ts = 1 ks of stress is dominated by slow defects in the HfO2 layer and very fast defects in
the SiO2 IL, which are marked by stars. At T = 4 K many defects in the HfO2 layer freeze
out and the charge transition times constants of the defects in the IL get slower, resulting in
equal contributions of the SiO2 and the HfO2 defect band to ΔVth. NBTI on pMOS (right) is
dominated by defects in the SiO2 layer. These defects freeze out towards 4 K and only a small,
not significant subset of defects contributes to ΔVth at cryogenic temperatures. Figures taken
from [MJJ5].

The asymmetry in the ΔVth curves results from the different trap levels and relax-
ation energies in the trap band distributions. This effect is already known from other
technologies, e.g. NBTI on pMOS in [136] where the deep trap bands responsible for
NBTI is located closer to the valence band edge than the shallow trap bands leading to
an asymmetry of the quantitative exhibition between NBTI and PBTI. The same effect
can be seen in Tech. A as shown for two exemplary, active defects in Fig. 8.9. Compared
to the donor-like defect (right), the acceptor-like defect (left) exhibits a lower classical
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barrier (in both cases, stress and recovery), which in turn leads to a larger overlap of
the ground state with the corresponding wave function at the same energy level of the
final state. Therefore, the donor-like defect delivers a larger contribution to the total
ΔVth compared to the acceptor-like defect which will have smaller charge transition
times.
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Figure 8.9. Acceptor-like defects responsible for PBTI on nMOS (left) show lower classical
barriers compared to donor-like defects responsible for NBTI on pMOS (right). This has the
effect that the overlap between the vibrational wavefunction of the initial and the final state
for the acceptor-like defect is larger than on comparable donor-like defects leading to smaller
charge transition times at cryogenic temperatures. Figures taken from [MJJ5].

The charge transition times corresponding to the selected defects in Fig. 8.9 are
highlighted in Fig. 8.10 for T = 4, 77, 150, 225, 300 K. The majority of the charge transition
times of defects in the nMOS device is smaller than those of the defects in the pMOS
device. Defects with charge transition times that are accessible in the measurement
window at 300 K are shifted out of it in the pMOS device at 4 K, as can be seen in the
lower right corner, while on nMOS there is still a large number of defects with charge
transition times below 10 ks.

The characterization of NBTI and PBTI on large area devices shows that different
technologies show a different freeze-out behavior. While on Tech. B both NBTI and PBTI
freeze out completely towards cryogenic temperatures, Tech. A shows significant PBTI
on nMOS even at 4 K while NBTI on pMOS freezes out. This asymmetry can be modeled
with the reliability simulator Comphy using defect bands which show an asymmetry
in the offset of the thermodynamic trap level to the band edge and in the relaxation
energies.

The measurements on large area devices characterized by employing the eMSM
method in this section show continuous recovery traces. If stress/recovery measure-
ments are performed on scaled devices, discrete steps occur, which correspond to charge
transitions involving single defects, as discussed in more detail in the following section.
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Figure 8.10. The highlighted charge transition times for the nMOS (upper) and the pMOS
(lower) figure for different gate voltages at T = 4, 77, 150, 225, 300 K correspond to defects
shown in Fig. 8.9. Most charge transition times shown for the nMOS device are faster than for
the pMOS device leading to more active defects in the grey marked measurement window.
While almost all defects of the pMOS are shifted out of the measurement window, there is
still a significant number of nMOS defects within the window at the low temperatures of
77 K and 4 K. Figure taken from [MJJ5].

8.3 TDDS Measurements at Cryogenic Temperatures

The time-dependent defect spectroscopy (TDDS), next to RTN, is the second elec-
trical characterization method presented in this work, to characterize single defects.
TDDS measurements have the advantage that the charging of a trap can be enforced
by applying a high gate bias compared to RTN characterization, and has been used for
characterizing a device of Tech. C with drawn dimensions W × L = 70 × 70 nm2. After
applying a stress bias of VG,s = 16 V for ts = 100 s, a recovery trace at VG,r = 8 V has
been recorded. This has been repeated 25 times at T = 20, 40, 60, 80 and 100 K. From the
set of recovery traces recorded at one temperature, e.g. Fig. 8.11 (left) for T = 20 K, it
is possible to extract a heatmap of the step heights and the emission times as it can be
seen in Fig. 8.11 (center). The heatmap shows that the emission times are exponentially
distributed with a mean of τe = 8.5 s and a mean step height of ΔI = 3.7 nA/µm.
Note that often multiple steps with significantly different mean step heights and time
constants can be found in a single recovery trace. These defects are then located in
clearly separated clusters in the heatmap.

The extracted mean emission times for each measured temperature can be plotted
in an Arrhenius plot in Fig. 8.11 (right). As can be seen, the mean emission times do
not exhibit an Arrhenius-like temperature activation towards 20 K. As discussed in the
previous chapters, this can be explained by the full quantum mechanical version of
the NMP theory. At cryogenic temperatures the vibrational groundstates of the initial
and final state of a charge transition are still occupied and overlapping, which allows
nuclear tunneling between the atomistic configurations. Therefore, the transition rates
become constant towards cryogenic temperatures allowing charge transitions even at
low temperatures.
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Figure 8.11. A set of recovery traces (left) measured at VG,r = 8 V and T = 20 K shows a
charge emission event after a stress of VG,s = 16 V for ts = 100 s. From the set of recovery
traces the mean emission time τe and the mean step height ΔI/W can be extracted and the
distribution of parameters can be presented in a heatmap (center). τe for a set of temperatures
shows that the emission time behaves not Arrhenius-like but gets dominated by nuclear
tunneling towards cryogenic temperatures (right). The Figures taken from [241, MJC6].

To summarize this chapter, BTI measurements on large area devices and TDDS mea-
surements on down-scaled devices show that the freeze out behavior of the degradation
shows a strong technology dependence. While BTI on SiON devices freezes out com-
pletely, there is still PBTI degradation on nMOS HKMG devices. This can be modeled
with the reliability simulator Comphy by using the 2-state NMP charge transition model.
The TDDS measurements on Tech. C confirm single defect emission events in the limit
of cryogenic temperatures also for devices made from 2D materials.
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Chapter 9

Conclusion and Outlook

9.1 Conclusion

Cryo-CMOS can be used in various emerging technologies such as in quantum
computing as control interface for qubits located at a 4 K stage or as a host technology
for a monolithic co-integration of qubits and control instances. It can also be used for
high performance computing to increase computational power and to save energy
consumption. These applications often require very narrow margins of errors, therefore
it is crucial to understand the temperature dependence of MOSFET characteristics to
guarantee a high reliability and a low variability of the devices.

All the named applications make use of the changes in the MOSFET ID(VG) trans-
fer curves towards cryogenic temperatures. Due to the reduced scattering, the charge
carrier mobility increases which leads to an increasing on-state current, an increasing
transconductance and a steeper subthreshold slope. The temperature dependence of the
Fermi levels, the carrier distributions, the band gap and other device properties lead
to an increasing threshold voltage. However, in principle the threshold voltage can be
reduced by changing design properties, e.g. the processed gate metal or the channel ma-
terial which allows in combination with the steep subthreshold slope low-VDD operation
at cryogenic temperatures. This then enables to increase logic switching rates and thus
the performance of the MOSFET. However, low-VDD applications are extremely sensi-
tive to device-to-device variability. In this work, the variability of a commercial planar
28 nm CMOS high-κ metal gate technology is studied on SmartArrays with thousands
of devices which can be addressed digitally. This allows to show that the variability of
multiple device parameters increases towards 4 K which must be considered in future
circuit designs.

In addition, various reliability issues which can arise from electrical stress such as
bias temperature instability (BTI), hot carrier degradation (HCD) or random telegraph
noise (RTN) have been linked to oxide defects and defects at the interface between
insulator and substrate. These defects can capture and emit charges during operation
and thus alter the transfer characteristics. The charge transfer kinetics can be described
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precisely within the nonradiative multiphonon (NMP) model. According to the NMP
model, charge transitions between a defect and a charge reservoir are enabled by
phonons. While the classical limit of the theory would predict a freeze out of charge
transitions, the full quantum mechanical picture allows transitions between atomistic
configurations due to nuclear tunneling even at cryogenic temperatures. Since the
calculation of the quantum mechanical transition rate is computationally too expensive
for reliability simulations, for which typically thousands of defects must be sampled,
a WKB-based approximation has been developed which is computationally superior.
This model has been implemented in the reliability simulator Comphy which is further
used for modeling reliability measurement data.

It has to be pointed out that different reliability issues are dominant across various
bias conditions. In this work, the focus has been set on bias temperature instability
(BTI) and random telegraph noise (RTN), which has been characterized on various
technologies, among others the before mentioned high-κ metal gate technology and a
commercial planar SiON technology of a 180 nm technology node. BTI characterization
has been performed between room temperature and 4 K for various stress conditions.
While on SiON BTI freezes out completely towards 4 K, there is considerably positive
BTI on nMOSFETs but no negative BTI on pMOSFETs in the HKMG technology at
cryogenic temperatures. This can be modeled using the WKB-based charge transition
rate and Comphy by sampling defect bands with different dominant energy levels and
relaxation energy distributions for nMOS and pMOS. The occurring BTI degradation at
4 K can be a major reliability concern, specially for low-VDD applications which allow
only small margins of threshold voltage shifts. Therefore, BTI shifts must be considered
in optimized cryo PDKs and circuits.

While BTI is characterized under elevated stress bias conditions and might be
weaker during operation, the impact of RTN cannot be avoided. Charge trapping occurs
even at deep cryogenic temperatures due to nuclear tunneling. Towards 4 K nuclear
tunneling gets temperature independent, resulting in non-Arrhenius-like transition
rates at cryogenic temperatures. By using Comphy, defects at the interface between oxide
and substrate have been identified to be responsible for RTN in the commercial SiON
technology at cryogenic temperatures. This may be a major concern in solid state qubits
and future monolithic designs, because qubits are extremely sensitive to decoherence.
Charge noise could cause dephasing and lower the fidelity of the qubits, therefore a
deep understanding of the trap kinetics and how to reduce charge noise to a minimum
is essential.

The different reliability and variability studies show that charge trapping between
atomistic configurations caused by nuclear tunneling is a concern for the stable operation
of devices, even at cryogenic temperatures. This is a special concern for potential low-
VDD applications which are currently under investigation to reduce power consumption
in the cryogenic environment which is essential for quantum computing and to increase
logic switching rates for high performance computing. Knowledge gained from the
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studies presented in this work can further be applied to related fields as the design
of solid state qubits, where charge noise caused by oxide defects is crucial for a high
fidelity.

9.2 Outlook

In the field of reliability physics, many tools and characterization methods have been
developed for getting a deep understanding of the ongoing degradation mechanisms
and the responsible defect physics. In this work, the focus is set on BTI degradation and
RTN, however, other degradation mechanisms such as HCD, stress induced leakage
current or time-dependent gate oxide breakdown have been left out of the picture.
Characterizing these degradation mechanisms between 4 K and room temperature
would be an enormous step towards a complete overview of the overall trends of
reliability issues at cryogenic temperatures.

BTI has been studied in this work mainly on large area devices. By using time-
dependent defect spectroscopy, the extension of the characterization to scaled devices
could give deep insights in the ongoing charge trapping kinetics at cryogenic tempera-
tures. Charge noise, on the other hand, was mainly characterized in the form of RTN
on scaled devices. Since this is quite time-consuming, studying 1/f noise on large area
devices between room temperature and 4 K could give a clearer understanding of the
overall charge noise trends and its dependence on temperature and bias conditions.

The studies in these work have been done mainly on a commercial planar 28 nm
high-κ metal gate technology and a commercial planar 180 nm SiON technology. Re-
peating these studies on other technology nodes, specially on back-gated FD-SOI tech-
nologies, which are in the focus of many research groups, could deliver a valuable input
regarding the impact of the device design on the reliability. In the case of back-gated
FD-SOI devices the impact of the back-gate bias on BTI degradation, charge noise and
device-to-device variability could be studied.

The access to experimental low-VDD MOSFETs, which are specially optimized for
cryogenic applications and do not work at room temperature, would allow almost
infinite possibilities for reliability studies. The performance in terms of reliability of
such structures is unknown yet. However, due to the minimized VDD the structures
might be very sensitive to variability and threshold voltage shifts, therefore detailed
studies of the known degradation mechanisms are of a very high interest.

The knowledge of defect physics in the context of MOSFETs at cryogenic tempera-
tures could also be applied to qubit structures. Since qubits are complicated structures
with multiple oxide layers, charge trapping kinetics of defects in these oxide layers
could be very similar to the kinetics in MOSFETs. Studying the technology used for
qubits could give important insights how to reduce charge trapping, which is a main
concern for stable operation, because it can lead to decoherence and dephasing of the
qubits.
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Appendix A

Appendix

A.1 WKB Approximation

The WKB approximation was developed in 1926 independently by Gregor Wentzel,
Hendrik Kramers and Léon Brillouin [178]. It can be used for solving quantum mechan-
ical eigen-value problems iteratively. Thus, it can also be used for approximating the
time independent Schrödinger equation

− h̄2

2m
d2ψ(x)

dx2 + V(x)ψ(x) = Eψ(x), (A.1)

which can be rewritten as

d2ψ(x)
dx2 + k2(x)ψ(x) = 0 (A.2)

with k2(x) = 2m
h̄2 (E − V(x)). Solving this equation can be done using the ansatz

ψ(x) = ce
i
h̄ W(x). (A.3)

Plugging the ansatz (A.3) into the Schrödinger equation (A.2) it can be transfered to an
inhomogeneous non-linear differential equation of second order for W which results in

(W k(x))2 − ih̄W kk(x) = h̄2k2(x). (A.4)

Based on the principle that quantum mechanical relations should correspond to classical
relations when h̄ → 0 the phase W(x) can be expanded in h̄

W(x) =
∞

∑
n=0

(ih̄)nWn(x). (A.5)
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Plugging (A.5) into (A.4) and sorting the result by the order in h̄ we get

(W k2
0 − h̄2k2) + ih̄(2W k

0W k
1 − W kk

0 ) +O(h̄2) = 0 (A.6)

where h̄2k2 is of order zero in h̄ because k2 ∝ 1/h̄2. From the zeroth order term the
differential equation

W k
0(x) = ±h̄k(x) (A.7)

can be extracted and solved:

W0(x) = ±h̄
x�

k(xk)dxk. (A.8)

From the first order h̄ term the corresponding differential equation

W k
1(x) =

1
2

W kk
0 (x)

W k
0(x)

(A.9)

can be solved

W1(x) = ln
�

k(x). (A.10)

Using these results in the ansatz (A.3) the WKB-wavefunction has the from

ψ(x) =
c+�
k(x)

ei
x� √

k(xk)dxk +
c−�
k(x)

e−i
x� √

k(xk)dxk . (A.11)

A.2 Saddlepoint Method

The stationary phase approximation or saddlepoint method was developed in the
18th century by Pierre-Simon Laplace [252]. The aim is to find an approximation for the
integral

I =
∞�

−∞

e− f (x)dx (A.12)

for analytic functions f (x) with a global minimum at x0, which implies that

f k(x0) = 0 (A.13)

and

f kk(x0) > 0 (A.14)
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holds. Expanding f (x) in a Taylor series at the minimum x0 and simplifying the expres-
sion using f k(x0) = 0

f (x) ≈ f (x0) + f k(x0)(x − x0) +
1
2

f kk(x0)(x − x0)
2

= f (x0) +
1
2

f kk(x0)(x − x0)
2,

(A.15)

we get

I =
∞�

−∞

e− f (x)dx

≈
∞�

−∞

e− f (x0)− 1
2 f kk(x0)(x−x0)

2
dx

= e− f (x0)

∞�
−∞

e−
1
2 f kk(x0)(x−x0)

2
dx.

(A.16)

Using the solution of the Gaussian integral

∞�
−∞

e−a(x+b)2
dx =

�
π

a
(A.17)

we can evaluate (A.16) to get the final result

I = e− f (x0)

�
2π

f kk(x0)
. (A.18)
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